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Abstract. A small, lightweight, and inexpensive hyperspectral camera based on a linear variable filter close to
the focal plane array (FPA) is described. The use of a full-frame sensor allows large coverage with high spatial
resolution at moderate spectral resolution. The spatial resolution has been maintained using a tilt/shift lens
for chromatic focusing corrections. The trade-offs of positioning the filter relative to the FPA and varying the
f -number have been studied. Calibration can correct for artifacts such as spectral filter variability. Reference
spectra can be obtained using the same camera system by imaging targets over homogeneous areas. For
textured surfaces, the different materials can be separated by using statistical methods. Accurate reconstruction
of the sparse spectral image data is demonstrated. © The Authors. Published by SPIE under a Creative Commons Attribution 3.0
Unported License. Distribution or reproduction of this work in whole or in part requires full attribution of the original publication, including its DOI. [DOI: 10
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1 Introduction
Multispectral and hyperspectral imaging systems deliver
valuable products to users in areas such as agriculture,
mining, environmental monitoring, disaster assessment, and
military reconnaissance. The rapid development toward low
weight and affordable systems opens up a multitude of
small scale applications using both ground-based and minia-
ture unmanned aerial vehicle (UAV)-based systems. As the
typical payload for mini-UAVs is 2 to 3 kg, a design goal for
a hyperspectral imaging system must also be to make this
technology adaptable to these smaller sensor platforms.

In many current system designs, especially in the grating-
based imaging spectrometer solutions, spectral resolution is
given precedence over spatial resolution in the use of detec-
tor elements available. Since the spectral signature depends
on the spatial resolution, especially for textured surfaces, the
information content can be higher when the spatial resolution
is given priority.1 The optimal trade-off depends on target
range and target size as well as the spectral variability of
the target and background materials. Solid materials mostly
exhibit slow spectral variations and can, therefore, be more
sparsely sampled. An example in which high spatial resolu-
tion is needed is the detection of intercropped plants, e.g.,
cannabis with maize, or in the detection of plastic litter in
coastal regions.

Conventional hyperspectral sensors tend to be rather
bulky and heavy. The wavelength separation mechanism
often relies on dispersive or interferometric elements in
combination with several sets of collimating and reimaging
optics. New more compact systems are being developed to
meet the requirements of low size, weight, power consump-
tion, and cost, which includes both push-broom solutions
and snapshot systems.2–11

In the design presented here, high spatial resolution is
achieved by mounting a linear variable filter (LVF) on top
of a large focal plane array (FPA) with 5760 × 3840 pixels
(22.3 MP). The LVF covers a range of 450to 880 nm in the
visible- and near-infrared spectral region. The idea to com-
bine an imaging FPAwith an LVF is not new. The technology
has already been described12 and tested.13–15 Previous prob-
lems with LVF fabrication errors and off-axis wavelength
shifts are addressed in the present solution using signal
processing. Furthermore, the excellent transmission proper-
ties and spectral profile of the developed LVF decrease the
problems associated with radiation scattered off the FPA.
Large LVF allows the use of very large FPAs with corre-
sponding advantages both with respect to production rate,
i.e., covering large areas in a short time, and adaptability
to new sensor developments. Simultaneously, it is difficult
to obtain a full spectral octave or more using interference
filter technology. The present filter is the first filter in this
development that achieves almost one full octave. The trans-
mission is also tailored to form close to constant transmission
over a short spectral range—top hat shape rather than the
typical Lorentzian shape.

In the next section, the camera design is described fol-
lowed by the characterization of the LVF and wavelength
calibration. Experimental results are shown using the camera
as a field spectrometer and as a high spatial resolution hyper-
spectral imager. Finally, some conclusions are given.

2 Hyperspectral Camera Design
In the present design, an LVF is placed in front of a full-
frame sensor FPA. The positioning of the filter is shown
in Fig. 1. A full format camera, i.e., with an FPA size of
24 × 36 mm2, was found easiest to match with the size of
the current LVF. The camera used in the current setup is
a modified Canon EOS 5D Mark III, where the Bayer filter,
the infrared blocking filter, and the antialiasing filter have
been removed.16 The camera exhibited some nonuniformity
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due to incomplete removal of the Bayer filter, but this is
taken into account by a nonuniformity correction of the FPA.

Canon 5D allows images to be recorded in 14-bit RAW
format. A consumer camera was selected since all electronics
and software needed, including image compression, are built
into the camera in a cost-effective way. Due to the small
weights associated with the filters involved, there is no dif-
ference in weight between the original consumer camera and
the hyperspectral camera. The weight of the camera, cur-
rently 860g (lens excluded), could in principle be lowered
further since the optical seeker is not needed.

The camera is currently equipped and calibrated with tilt/
shift-lenses, which are color-corrected over the visible spec-
tral range. Outside the visible spectral region, the change in
focal length is compensated for by tilting the optics. This is
of course a compromise since the focal length does not vary
linearly with the wavelength. This was found to be the best
solution in terms of image quality after comparison with
other lenses that were chromatically corrected for the full
spectral region. Currently, the camera has two lens options
with focal lengths 45 and 90 mm, both with f-number 2.8.
The choice of lens depends on the field-of-view (FOV)
required.

The design has some potential drawbacks with respect to
scattering between the FPA and the filter.17 The effective
filter transmission and spectral profile also depend on the
distance between the FPA and the filter, filter bandwidth,
and f-number of the lens. This efficiency variation has,
therefore, been studied more closely and is modeled below.

3 Filter and Camera Characterization

3.1 Filter Characterization

Here, the LVF is discussed as a separate component. In an
LVF, also known as a wedge filter, the thickness of the coat-
ing varies linearly over the length of the filter, resulting in
a linear and continuous variation in the transmitted wave-
length. A high spectral gradient, i.e., a large spectral range
over a short distance, is desirable since it allows the use of
smaller and less expensive FPAs. This is, however, difficult
to achieve in practice. The full format FPAs also have the
advantage of high spatial resolution over a large FOV com-
bined with high sensitivity.

Typical for an LVF, the bandwidth is a constant fraction of
the center wavelength. For the present filter, the bandwidth is
∼2% of the center wavelength and the peak transmission
varies in the range 65% to 95%,18 see Fig. 2. The number
of uncorrelated spectral bands for the present filter is
∼40 over the spectral range 450 to 880 nm. Both the filter
transmission and camera responsivity are decreasing for
wavelengths below 550 nm. This is also coincident with
decreasing solar irradiance in this spectral region. It is, there-
fore, important to achieve high filter transmission also at
shorter wavelengths. The nature of the losses in this spectral
region is not well understood and is an area for improvement.

The filter bandwidth can be measured by using collimated
monochromatic illumination of a narrow slit aligned perpen-
dicularly to the linear variation along the spectral axis
direction. The shape of the band-pass filter depends on the
physical processes involved. Here, the bandpass transmitted
signal is fitted to a generalized Gaussian distribution accord-
ing to

EQ-TARGET;temp:intralink-;e001;326;543Tðλ; λiÞ ¼ a Exp

�
−2

���� λ − λi
wλ

����ex
�

(1)

and

EQ-TARGET;temp:intralink-;e002;326;488δλ ¼ 2wλ

�
log½2�
2

� 1
ex

; (2)

where Tðλ; λiÞ is the profile of the transmission of monochro-
matic radiation at λi and the spectral bandwidth δλ is the
full width at half maximum. A measurement centered on
634.3 nm has been fitted and is shown in Fig. 3.

3.2 Camera Characterization

Here, the camera characteristics including the LVF are dis-
cussed. The LVF is positioned close to the cover glass and
a distance of 2.1 mm from the FPA to lower the effect of
interfering multiple scattering between the components. In
Fig. 4, the radiation distribution on the filter is illustrated
for a monochromatic point source. It is clear that a trade-
off must be made with respect to the size of the illuminated
spot on the filter, the bandwidth of the filter, and the filter
linear variation along the spectral axis. While the filter linear

Fig. 1 Illustration of a FPA fitted with a LVF and a lens. The coordi-
nate system is centered on the FPA.

Fig. 2 Transmission of the filter for the spectral region 450 to 880 nm
sampled at 10 different wavelengths. Measurements of linear variable
bandpass filter by courtesy of delta optical thin film A/S.
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variation along the spectral axis and bandwidth are inherent
filter properties, the illuminated spot is determined by the
optics. The trade-off is matched to the spectral resolution and
system sensitivity needed in the intended application. If the
filter bandwidth is broad, the transparent area will be larger
than the illuminated spot and the signal will be high due to
efficient use of the illuminating spot and the large filter band-
width. Broadband solutions sacrifice spectral resolution but
might be needed in low-light applications. If the bandwidth
is narrow, the transparent area will be smaller than the illu-
minated spot. Narrowband solutions increase the spectral
resolution at the cost of lowering the filter efficiency. With
exchangeable filters, if available, the spectral properties
could be selected with respect to the task. In the present
design, moderate spectral resolution was selected to obtain
good performance with respect to the spectral content of
ordinary solid targets.

Although it is desirable to use collimated radiation at the
filter, the present application requires the light path to be
nonparallel and with cone-shaped incident radiation. The
angle of incidence will vary with the position on the FPA
and with the aperture position of the lens.19 A mathematical
model for the transformations is developed to obtain an

understanding of the camera design. The model uses numeri-
cal integrations and can be realized for different f-numbers
and FPA positions.

First, the spectral shifts due to the variation in angle of
incidence are discussed. Second, the integrated effect of
these shifts is derived for a specific pixel due to the variation
over the aperture. The angular-dependent spectral transmis-
sion of the LVF will cause a spectral shift both along the
direction of the spectral axis and perpendicular to this direc-
tion. The wavelength scale, therefore, has to be calibrated
with respect to the spectral shifts due to the varying angle
of incidence. The wavelength shift effect due to the span
of angles is expected to be less or similar to the filter band-
width. Equally important is the scaling factor due to the dis-
tance between the filter and the FPA. Both phenomena can
be corrected for in the calibration process. The wavelength
interference shift due to angular variation is given by20

EQ-TARGET;temp:intralink-;e003;326;565

Δλ
λ

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 −

sin2 θ

n2

r
− 1; (3)

where θ is the angle of incidence, n is the refractive index of
the filter, and λ is the wavelength at normal incidence (i.e.,
θ ¼ 0). The shift due to change in angle of incidence is
shown in Fig. 5. The index of refraction was set to 1.56
in this example.

When the LVF is used in the current camera design, the
light will be incident at each FPA position with a range of
different angles as determined by the opening of the lens
aperture. By introducing a coordinate system centered on
the FPA, as shown in Fig. 1, the shifted center wavelength
is determined from
EQ-TARGET;temp:intralink-;e004;326;401

λshðxs; ys; xa; yaÞ ¼
�
λ0 þ kλ

�ðxs − xaÞðf − δÞ
f

þ xa

�	

×

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1−

ðxs − xaÞ2 þ ðys − yaÞ2
n2½f2 þ ðxs − xaÞ2 þ ðys − yaÞ2�

s
;

(4)

where ðxs; ysÞ and ðxa; yaÞ are the FPA and aperture coordi-
nates, respectively, the za-coordinate has been replaced by

Fig. 4 LVF positioned at a distance above the FPA. The illuminated
area from a point source is illustrated in relation to the spectrally trans-
parent slit formed by the LVF.

Fig. 5 Wavelength shift due to changes in angle of incidence.
Transmission of the filter at normal incidence for the center wave-
length 785 nm is shown as a solid blue line, in which a relative band-
width of 2% was used. Transmission profiles are shown for the angles
of incidence 0, 5, 10, and 15 deg.

Fig. 3 Measured spectral transmission at center wavelength
634.3 nm. The observed maximum transmission is 93.8% and the
full width half maximum is 11.9 nm. The fitted parameters are
a ¼ 0.938, w λ ¼ 7.78 nm and ex ¼ 3.93. Measurements of the linear
variable bandpass filter by courtesy of delta optical thin film A/S.
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za ¼ f, kλ is the filter dispersion (spectral gradient of the
LVF), f is the focal length of the lens, and δ is the distance
between the LVF and the FPA.

The transmitted signal for each position of the FPA is then
obtained by integrating the radiance over the normalized
aperture

EQ-TARGET;temp:intralink-;e005;63;686Teffðxs; ysÞ ¼ Anorm

ZZ
Aperture

Tðλsh; λiÞdA; (5)

where the aperture normalization is given by

EQ-TARGET;temp:intralink-;e006;63;631Anorm ¼ 4 f#2

f2 π
: (6)

Observe that Tðλsh; λiÞ given by Eq. (1) is a function of
aperture coordinates through the dependency of λshðxs;
ys; xa; yaÞ, as in Eq. (4). The integral does not have a closed
solution and has to be integrated numerically. In this camera
model, some angular effects of minor importance, such as
surface projections, have been ignored. The model has
proven to still be quite accurate and can be used for arbitrary
sensor positions and f-numbers.

Stray light is discussed in a reference,2 but no analytical
expression is given. The scattered radiation is modeled here
by adopting a skewed normal distribution multiplied by the
filter reflectance. The model is based on the idea that the
source of scattering originates in the region where the filter
is partially transmitting and partially reflecting the radiation.
The scattered radiation is assumed to diffuse out of this
region tempered by filter and sensor reflectance. The com-
plementary error function (Erfc) is adopted as a solution to
the diffusion process. The original transmission model in
Eq. (1) is, therefore, modified and is now given by
EQ-TARGET;temp:intralink-;e007;63;382

Tmodðλ; λiÞ ¼ aExp
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2
p

ws;λ

�
; (7)

where am is the scattering amplitude, ws;λ is the diffusion
parameter due to reflectance in the FPA, and α is a skew
parameter that takes the overall angle of incidence into
account, i.e., it varies with the position along the spectral
axis. Erfc is the complementary error function. Only radia-
tion scattered into the reflective part of the filter is contrib-
uting to the signal.

Some example results for constant exposure are shown in
Fig. 6, with the model parameters as listed. With the filter
position at a distance of 2.1 mm from the FPA, some effi-
ciency losses are observed at f-number 2.8, as can be seen
from the decreasing peak signal in Fig. 6. It could, therefore,
be beneficial to place the filter closer to the FPAwhen larger
apertures are being considered. At f-number 8, the actual
transmission is close to that shown in Fig. 2.

4 Spectral and Radiometric Calibration
Spectral calibration of the hyperspectral camera has been
performed at four different laser wavelengths: 543, 594,

632.8, and 785 nm. The calibration was performed by
recording stationary (nonscanned) images using a laser-illu-
minated integrating sphere (from Sphere Optics). At the
wavelength calibration of the LVF component, some nonli-
nearity was observed. The positions of the center of gravity
of the camera responses due to these laser lines were, there-
fore, fitted to a second-order polynomial taking this nonli-
nearity in the filter dispersion into account. The wavelength
accuracy of the fitted polynomial is found to be ∼0.1 nm for
the laser lines measured. Due to the angle dependencies of
light transmission through the LVF, there will be a small
dependency on both focal length and f-numbers while a
calibration look-up table has to be created with respect to
those parameters.

Radiometric calibration is conveniently made using cam-
era signal in digital numbers (DN). The camera reading
depends on the number of electrons required to fill the
well. For the present 14-bit camera, the full well corresponds
to 68,900 electrons.21 At ISO 100, this corresponds to a gain
of 5.04 e−∕DN. At higher ISO, only a fraction of the well
corresponds to the maximum signal, with a corresponding
change in gain. At ISO 400, the gain is 1.26 e−∕DN.

Assuming a linear sensor, the camera reading in DN for
pixel position ði; jÞ can be written as

EQ-TARGET;temp:intralink-;e008;326;245Nði; jÞ ¼ gISOqλði;jÞLeffði; jÞ
λði; jÞ
hc

ΔΩApΔtþ d; (8)

where gISO is the gain at the current ISO setting, qλ is a
parameter taking sensor quantum efficiency and other losses
into account, Leff is the effective radiance as filtered at the
local FPA position, ΔΩ is the solid angle of the sensor
element, Ap is the aperture area, Δt is the exposure time, and
d is an effective offset while h and c are Planck’s constant
and the speed of light, respectively.

Observe that the transmission wavelength of the LVF will
be position dependent, in practice, a function of the image
column. The effective radiance is obtained from

EQ-TARGET;temp:intralink-;e009;326;95Leffði; jÞ ¼
Z

Lλði; jÞTλði; jÞdλ; (9)

Fig. 6 Transmission as a function of position as defined in Fig. 1 for
input radiation at wavelength 785 nm. The blue curve (upper peak) is
for f -number 8, and the red curve (lower peak) is for f -number 2.8
(data are scaled relative to the maximum of the blue data points).
The shaded areas represent radiation backscattered from the FPA
and trapped between the FPA and the LVF. It was found to be
9.5% for f -number 8% and 9.2% for f -number 2.8.
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where Tλ is the local transmission of the LVF at
position ði; jÞ.

The camera was radiometrically calibrated using an
integrating sphere (from Sphere Optics) illuminated by a
calibrated halogen broadband light source. The camera
exhibited some residual losses due to incomplete removal
of the Bayer filter and a small variation due to transmission
variation of the LVF, which was taken into account in the
nonuniformity correction of the FPA. Results are shown
in Fig. 7, where data were fitted to a fourth-order polynomial,
which is subsequently used for the nonuniformity correction.

Using the knowledge of the calibrated spectrum from
the integrating sphere, the effective quantum efficiency of
the camera (including optical losses) was calculated and is
shown in Fig. 8.

In the radiometric calibration, the camera signal DN is
translated to radiance. The radiance is obtained by compar-
ing an offset corrected target measurement Ntrg with a
corresponding offset corrected reference measurement Nref

adjusted for the camera settings and multiplied by the
calibrated reference radiance Lref

eff as given in the following
equation:

EQ-TARGET;temp:intralink-;e010;63;510Ltrg
effði; jÞ ¼ Lref

effði; jÞ
Ntrgði; jÞ
Nrefði; jÞ

ISOref

ISOtrg

ΔΩrefAref
p Δtref

ΔΩtrgA
trg
p Δttrg

: (10)

5 Camera as a Field Spectrometer
The spectral fidelity of the sensor system is of major impor-
tance when using spectral measurements for material classi-
fication. The common procedure is to try to measure the
spectral properties of homogeneous materials or to average
the spectrum over local textures assuming those textures are
not spatially resolved. Using the present system, textures can
be analyzed and outliers excluded. Reference spectra at dif-
ferent spatial resolutions can be estimated. This is an area
that will be further explored, but some examples are given
below.

It is a great advantage to be able to record reference spec-
tra with the same type of equipment that is used in the remote
sensing application. By doing so, artifacts are automatically
compensated for. The so-called end members representing
the constituents of the scene are the desired reference objects.

Even when performing in situ measurements, end members
can be hard to identify. It is, therefore, important to document
the type of material that is being used when recording refer-
ence spectra. The material can also exhibit a texture at high
spatial resolution that is mixed together at lower resolution in
varying degrees. When imaging a small region for the pur-
pose of obtaining the spectrum of the materials, the area has
to be uniform from the perspective that the statistical varia-
tion should be constant over the patch. Such an area could be,
for example, a patch of a grass field or a part of a wall. The
spectral variability over the scene can be used to distinguish
between the contributing materials. Examples of this
approach will be given below.

First, the radiance obtained from solar irradiance reflected
from a white reference panel close to normal is shown in
Fig. 9. Equation (10) was used to calculate the spectral
radiance. The MODTRAN result shown for comparison was
obtained using a subarctic summer atmosphere model, a rural
aerosol model (with visibility 50 km), and a solar zenith
angle of 40 deg (which corresponded to the time of acquis-
ition). The MODTRAN spectrum was convolved with the
wavelength-dependent bandwidth obtained for the LVF, to
enable comparison at similar spectral resolutions.

Fig. 7 Signal obtained at ISO 400 from the calibrated integrating
sphere, where the red smooth curve is a polynomial fit to image
data obtained by using the integrating sphere.

Fig. 8 Effective quantum efficiency qλ including filter losses and other
optical losses.

Fig. 9 Solar irradiance reflected from a white panel close to normal
used as reflectance reference. The red thin curve is solar radiance
calculated using MODTRAN. The blue curve is the measured
reflected solar radiance.
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Detection of vegetation using the unique spectral charac-
teristics of chlorophyll is a common task, as in health quality
checks for agricultural monitoring as well as in camouflage
detection for military reconnaissance. It is important for the
instrument to truthfully be able to reproduce the variability in
chlorophyll content and other constituents in the vegetation.
The spectral reflectance of a newly cut lawn is shown as
an example in Fig. 10. There are small variations in the
spectrum, not only due to variation in the type of vegetation
but also with respect to the relative angle with respect to
the solar illumination. In this example, the angle between
the direction of illumination and direction of imaging is
∼90 deg in azimuth. Measurement is compared to data
obtained from the ASTER spectral library.22

The second example shown in Fig. 11 is the spectrum of a
red brick wall. Mapping three-dimensional (3-D) buildings is
an example where this is of interest. Here, the influence of
texture can be clearly seen. By performing a statistical analy-
sis of the spectrum as a function of wavelength and position,
the brick spectrum can be separated from the spectrum of
the joints between the bricks.

6 Hyperspectral Imaging: Acquisition Principles
and Examples

Images and spectra are recorded in a step and stare process,
using camera rotation or translation relative to the scene,
where the incremental change in scene position is related to
the filter linear variation along the spectral axis. This is illus-
trated in Fig. 12 for a rotating camera.

The spectral content of a scene is obtained using a step
and stare technique, where the images are recorded one
by one while rotating the camera or translating the camera
between the frames. In each frame, the pixels are sampled
at their uniquely filtered wavelength. There are, therefore, as
many spectral points as there are pixels. For each frame dur-
ing scanning, the scene will be slightly shifted with a new set
of spectral samples associated with each pixel position. For P
number of shifted frames, each scene element will have been
sampled at P different wavelengths, i.e., the number of effec-
tive spectral channels equals the number of frames. To create
a hypercube with a common preset spectral axis, the spectral
vector is then interpolated to this axis for each image pixel.
The finer spectral resolution and, therefore, the maximum
number of independent spectral bands are governed by the
inherent spectral bandwidth of the LVF and the density of
registrations. The number of independent spectral bands is
40 for this filter, but due to the denser sampling needed at
shorter wavelength, ∼100 frames are needed to obtain full
spectral resolution. This can be compared to a conventional
push-broom system that, in this case, would require
∼5000 frames with an array of ∼3000 pixels. In many appli-
cations, the spectral slope variation is rather slow and the
spectrum can be sampled quite sparsely.23 For an image
size of M × N pixels, the total dataset is M × N × P data-
points, which is a rather manageable size for large FPAs as
well.

Furthermore, the set of frames has to be accurately regis-
tered to each other to obtain a hyperspectral, high spatial
resolution data cube with a common spectral axis. For
a rotating camera, the reconstructing process is relatively
simple. For a moving platform causing changes in camera
positions relative to the scene topography, the registration
process involves the reconstruction of terrain geometry and
therefore becomes quite complex.

The sensor signal is proportional to the illumination at the
specific wavelength, the filter bandwidth, and the quantum
efficiency at that wavelength, assuming other parameters as
constant. Both the quantum efficiency and the natural illumi-
nation decrease in the near-infrared compared to the visible
spectral region. The increasing bandwidth is, therefore,
beneficial from a signal-to-noise point of view provided the
spectral resolution is acceptable for the purpose. The signal
will similarly decrease in the blue spectral region due the
decreasing bandwidth, decreasing quantum efficiency, and
decreasing natural illumination. This consequently causes
a decrease in the signal-to-noise ratio in the short end of the
spectrum.

An example of a scene obtained by the step and stare pro-
cedure is shown in Fig. 13, here shown in false color repre-
sentation. The different images were registered to each other
using common scene features,24 which were found accurate
enough not to degrade the spatial resolution of the hyper-
spectral image. From this set of images, a hypercube is
created where the spectral properties of the scene can be

Fig. 10 Grass spectrum obtained from newly cut field (see inset)
using a white panel as a reference. The spectral median value has
been obtained using several rows in the image. Dashed red line is
a reference spectrum from the ASTER database.

Fig. 11 Spectrum of a brick wall shown in red. The joints shown in
green as narrow spikes have been treated as outliers. The spectral
median value has been obtained using several rows in the image.
Dashed red line is red brick taken from the ASTER database.
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reconstructed as each point in the scene now contains spec-
tral information.

An example of spectra for points on the brick wall and
grass field is shown in Fig. 14. The brick wall spectrum
can be compared to the spectrum obtained from a wall of
a different type of building in Fig. 11.

Using the brick wall spectrum as a template for detection,
the surface material of the building can be extracted. This is
shown in Fig. 15, in which a small section of the building is
shown to demonstrate the high spatial resolution and the
accuracy in separating only the bricks. Spectral angle map-
ping (SAM) was used to do the material segmentation.

7 Discussion
The results so far indicate that the use of LVFs in hyperspec-
tral imaging can be quite effective. Stray light contributions
have been modeled and the filter design has proven to be
useful with respect to the radiation scattered between the fil-
ter and the FPA. The stray light level is shown to be below
10%. Spectral resolution is close to the specification for
f-numbers larger than F∕2.8. Smaller f-numbers will be
allowed for by placing the filter closer to the FPA.

The camera was also demonstrated as a field spectrom-
eter. The advantage of using an imaging spectrometer is
that textures can be separated into several member states.
Spectral dependence of the spatial resolution can also be
analyzed. Outliers can also be identified.

Hyperspectral data cubes can be obtained by either trans-
lating the sensor with respect to the scene or by rotating the

Fig. 13 Hyperspectral scene shown in false colors, red → 800 nm,
green → 650 nm, and blue → 510 nm.

Fig. 14 Two spectra were selected from the hyperspectral data cube obtained from the large scene in
Fig. 13. (a) A brick wall spectrum is shown in red. The dashed curve is the corresponding reference
spectrum obtained from the ASTER database. (b) The green curve is grass spectrum from the field
in the foreground. The lower dashed green and upper dashed orange curves are the corresponding refer-
ence spectra of green and dry grass obtained from the ASTER database. It can be seen that vegetation is
not well developed early in the spring.

Fig. 12 The scene is recorded at different rotational angles, here illustrated with five angles. The com-
bined information from the step and stare images are combined and forming the spectral data cube of the
scene.
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camera with respect to the scene. Here, only results from
rotating the camera are shown. High spatial and spectral
quality is demonstrated by means of accurate registrations
of the image sequence. The use of the spectral information
is exemplified by extracting the brick wall using simple
SAM processing.

Future activities will focus on the development of soft-
ware for 3-D hyperspectral scene data extraction obtained
from moving platforms.25 Using a moving platform, the
scene is simultaneously recorded from different viewpoints
and sampled at different wavelengths. In this way, the 3-D
scene can be constructed and the spectrum of the scene
elements can be determined. For most terrain points, the
spectrum will be sampled at different angles, allowing some
estimate of the bidirectional reflectance distribution function
(BRDF).26 Both the spectral coverage and the 3-D resolution
can be improved by using several cameras positioned at
different angles. This is more attractive since the cost of
each unit has the potential to be very low. However, in
many applications, one camera will be adequate.
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Fig. 15 Detection of the bricks in a small section of the scene above
using SAM is shown. The variation in contrast with respect to the
brick interval is due to aliasing.
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