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bstract. Building on the argument that the change of mo-
ion states attracts more attention than the motion itself, this
etter develops a novel method for key-frame extraction
ased on motion acceleration vectors. Different from the tra-
itional methods using maximal or minimal motion energy,

he proposed method uses the change of motion states, in
agnitude and phase, of the main moving objects as the
etric for key-frame extraction. Experimental results show

hat although similar objective performance is achieved by
sing the proposed method to that achieved with a widely
sed method based on motion energy, the key frames ex-

racted by the proposed method are more consistent with
uman perception. © 2008 Society of Photo-Optical Instrumentation
ngineers.
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Introduction

mong existing methods for key-frame extraction, those
ased on motion energy �ME� have proved to be both ef-
ective and computationally efficient.1–4 This kind of meth-
ds is based on the simple idea that the more motion in the
cene, the more interest of people should be attracted. Ac-
ordingly, local maximal or minimal ME, related to the
otion magnitude, is usually employed as the metric for

ey-frame extraction. However, the extracted key-frames
sing an ME-based method are not representative in that
any motions exist in most frames of video sequences.
aturally, objects keep normal motion states of rest or of
niform motion in a straight line unless compelled by ex-
ernal forces to change that state. The change of motion
tates is unpredictable and therefore more interesting to
eople than the motion itself. Therefore, the frames with an
bject changing its motion states, such as start, stop, accel-
ration, deceleration, or direction change, will provide
ore information and attract more attention than the frames

ontaining uniform motion scenes. Thus, extracting key
rames based on the changes of motion states, which can be
niformly represented as acceleration of the moving ob-
ects, is more consistent with human perception.

Motivated by this consideration, we define the frames
ith the most significant acceleration �MSA� of the main
oving object as key frames, and accordingly propose a

ovel key-frame extraction method. The key frames ob-
ained by the proposed method can reflect changes of mo-

091-3286/2008/$25.00 © 2008 SPIE
ptical Engineering 090501-
tion states of the main moving objects such as moving in,
moving out, and starting to change the motion direction or
amplitude.

2 Proposed Method

In this letter, key frames are defined as the frames with the
MSA. Generally, acceleration a�t� is defined as

a�t� =
dv�t�

dt
=

dvx�t�
dt

+
dvy�t�

dt
= ax�t� + ay�t� , �1�

where �vx�t�, vy�t�� are the horizontal and vertical compo-
nents of the velocity v�t�, respectively. Let v�t−1� and v�t�
denote the motion vectors �MVs� of a moving object at
times t−1 and t, respectively. Then the acceleration vector
a�t� of the object can be expressed as

a�t� = v�t� − v�t − 1�

= �vx�t� − vx�t − 1�� + �vy�t� − vy�t − 1�� = ax�t� + ay�t� .

�2�

In each frame of video sequences, it is often found that
many blocks have the same MV. If the greatest number of
blocks corresponding to a nonzero MV �denoted as Nmax� is
greater than a typical threshold TN �usually expressed as a
percentage, 2% as an example, of the number of the blocks
in a frame�, then these blocks are considered as belonging
to the main moving object, and their MV is defined as the
feature MV �FMV� of the frame. Otherwise, if Nmax is less
than TN, the FMV will be set to zero. The framework of the
proposed method is shown in Fig. 1. The acceleration vec-
tor of the main moving object, denoted as am�t�, can there-
fore be computed as

am�t� = �mvx�t� − mvx�t − 1�� + �mvy�t� − mvy�t − 1��

= amx�t� + amy�t� , �3�

where �mvx, mvy� are the components of the FMV. The
vector am�t� in Eq. �3� can also be presented as

am�t� = �am�t�� · exp�− j��t�� , �4�

where �am�t�� and �m�t� represent the magnitude and angle
of the acceleration vector am�t�, respectively.

The frames with typically high values of �am�t�� should
be considered as candidates of key frames. However, the
changes of motion direction of an object should also be
considered, due to their importance to the human percep-
tion. Therefore, �am�t�� is weighted by a factor w�t� to con-
struct aw�t� as

aw�t� = w�t��am�t�� . �5�

For simplicity, w�t� is defined as
September 2008/Vol. 47�9�1



w

N
c

m
t
w

a

w
o
w
t
a
W
s
s

3

F
a
p
m
i
B
s
c

f
f
m
t
w

s

OE LETTERS

O

�t� =�
4 if the FMV direction reverses either

horizontally or vertically at time t ,

2 else if changing from still to moving

or moving to still,

1 else �no direction change� .
�

ow the frames with typically high values of aw�t� are
onsidered as candidates.

A motion change may last for several frames. To deter-
ine which frame is the most important one, a new func-

ion ac,m�t�, which is a convolution of aw�t� with a time
indow, is introduced as

c,m�t� =
1

W
�

�t=−�W−1�/2

�W−1�/2

aw�t + �t� , �6�

here W is the width of the time window. We choose an
dd value for W due to the symmetry of the time window
ith respect to its center t. Then the frames corresponding

o the peaks �i.e., local maxima� of ac,m�t� will be extracted
s key frames. It should be noted that a proper window size

can be selected according to the time resolution of video
equences. For a sequence with a high frame rate and/or
low motion in content, a large W should be selected.

Experimental Results

our test sequences, namely “Erik,” “Football,” “Claire,”
nd “Foreman,” were employed in the experiments. For
erformance evaluation, the proposed key-frame extraction
ethod is compared with the ME-based method presented

n Ref. �2� by extracting the same number of key frames.
oth objective performance as measured by shot recon-

truction degree �SRD� and subjective performance are
ompared in this letter.

The SRD is the average peak SNR of the interpolated
rames, based on inertia with respect to their original
rames in the sequence.2 Figure 2 shows the curves of the
ean SRDs of the four sequences in quarter common in-

ermediate format �QCIF� by the two compared methods
ith different extracted-key-frame ratios from 2% to 12%.
It is observed from Fig. 2 that the two methods achieve

imilar SRD performance. For the cases where the percent-

Fig. 1 Key-frame extra

Fig. 2 SRD of proposed method and ME method.
ptical Engineering 090501-
age of key frames is below 6%, the proposed method out-
performs the ME-based method2 by about 0.1 to 0.3 dB.
For larger percentage of key frames, the ME-based method
achieves slightly better performance, by up to 0.2 dB.

Although the overall difference in SRD performance be-
tween the two methods is very small, the subjective perfor-
mance of the proposed method is better. Specifically, sub-
jective results show that the frames in which changes of
object �the head in “Claire”� movement or scene changes
�in “Football” and “Foreman”� happened can be well ex-
tracted from all the three sequences by the proposed
method, but not always by the ME-based method. Due to
limitations of space, only the key frames extracted from
“Erik” in QCIF and “Foreman” in CIF are shown in Figs. 3
and 4, respectively.

A detailed analysis of the results of the “Erik” sequence,
which is representative of typical alternations of uniform
motion and motion changes, is given as follows as an ex-
ample. Figure 3�a� shows the track of the nose position
changing horizontally with time. The whole track can be
approximately recovered from several inflection points,
viz., at frames 1, 14, 27, 39, and 50. Therefore, these
frames are the key frames used as the benchmark frames to
evaluate the performance of the key-frame extraction meth-
ods. The same number of key frames extracted by the ME-

ased on acceleration.

Fig. 3 Extracted key frames �“Erik,” QCIF, key-frame ratio 8%�: �a�
nose position, pixels on the left edge of the picture; �b� key frames
extracted by the ME-based method of Ref. 2; �c� key frames ex-
tracted by proposed method.
ction b
September 2008/Vol. 47�9�2
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ased method2 and the proposed method are shown in Figs.
�b� and 3�c�, respectively. The first and the last frame were
reated as default key frames in both methods. The frames
xtracted by the ME-based method2 given in Fig. 3�b� are
ot the benchmark frames shown in Fig. 3�a� at all. This is
ecause the frames that yield the local maximum ME when
he head has the largest speed are with the head moving in
straight line, not at the inflection points of the track as in

he key frames shown in Fig. 3�a�. The frames extracted by
he proposed method, as shown in Fig. 3�c�, are almost the
ame as those in Fig. 3�a�, which demonstrates the excel-
ent subjective performance of the proposed acceleration-
ased method.

Figure 4 shows the key frames extracted from the “Fore-
an” sequence. Similarly to the results for “Erik,” the key

ig. 4 Extracted key frames �“Foreman,” CIF, key-frame ratio 2%�:
a� ME-based method �frame numbers 0, 43, 107, 151, 171, 243,
99�; �b� proposed method �frame numbers 0, 170, 178, 183, 195,
16, 299�.
ptical Engineering 090501-
frames extracted by the proposed method are more distinct,
and can describe the whole sequence better than those ex-
tracted by the ME-based method.

From the analysis, it can be concluded that the key
frames selected by the proposed method are more consis-
tent with the key frames determined by human perception
than those selected by the ME-based method.

4 Conclusions

An acceleration-based key-frame extraction method is pro-
posed by constructing a new factor that reflects the motion
change of the primary moving object. Experimental results
show that the proposed method selects key frames more
consistent with human perceptions than the ME-based
method.
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