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Abstract. Frequency-domain photon migration measurements across
the surface of a tissue-mimicking, semi-infinite phantom are acquired
via an intensified charge-coupled device (ICCD) detection system and
used in conjunction with the diffusion approximation to determine the
optical properties. The absorption and reduced scattering coefficients
are determined least accurately when relative measurements of aver-
age light intensity /"' are employed either alone or in a combination
with relative modulation amplitude data /" and/or relative phase shift
data ™. The absorption and reduced scattering coefficients are found
accurate to within 15 and 11%, respectively, of the values obtained
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may then be fitted to a theoretical expression to obtain the
absorption and scattering coefficieffsin frequency-domain
approaches, the light source intensity is modulated at high
frequencieqon the order of MHz and a phase-sensitive de-
tector is used to measure the amplitude attenuated, phase-

1 Introduction

With recent advances in optics and medicine, it is becoming
increasingly more important to acquire rapid and accurate
measurements of light propagation from the tissue surface

and, using those measurements, infer the physiology of theshifted light signal. The characteristics of the detected light

un_derlylng t|s§ue. Successful near-lnfra_l(edR) o_ptlcal Im- wave may then be used to determine the absorption and scat-
aging necessitates the accurate collection of diffusely Propa-tering coefficients of the mediufir’s

gated light at the tissue surface as well as an optimization |, many cases, the measurements used to determine the
approach to recover or map the optical properties of the un- gptical properties of turbid media are obtained using an infi-
derlying tissue volume. nite media geometry in which the source light and detected
The study of light propagation through turbid media can light, delivered and captured via fiber optics, are located deep
broadly be divided into one of two classes: steady-state or within the medid"****Certainly the determination of optical
continuous wave(cw) techniques, and time-resolved ap- properties has applications outside medical imaging for which
proaches, either in the time domdiime-domain photon mi-  the infinite geometry is well suited. However, for applications
gration (TDPM)] or in the frequency domaiffrequency do- in medical imaging, the infinite media geometry is hardly ap-
main photon migration(FDPM)]. Steady-state techniques plicable. Thus, the determination of optical properties requires
employ a light source whose intensity is constant in time. In @ more relevant half-space or semi-infinite geom&tr~*°
these techniques, the spatially resolved diffuse reflectanceFurthermore, the measurements must be rapid to ensure that
may be used with the steady-state diffusion equation to obtain data collection concludes within a clinically acceptable time
estimates of the optical propertit€.On the other hand, time- ~ frame. Finally, tomographic imaging requires accurate acqui-
resolved techniques, as the name implies, measure the optica?'t'on of time-dependent measu_rem(_ants at_the tissue boundary
response of a system to a light source whose intensity variesf" Successful recovery of the interior optical property map.
in time. Time-domain techniques employ ultra-fast light To t_h's end we hav_e developed an mten_smed charge-coupled
pulses(on the order of femto- to picosecontb irradiate the device(ICCD) imaging system, operated in the frequency do-

medium under investigation, and photon counting or gated main, capable of acquiring rapid and accurate area measure-

. . -18 .
detectors to capture the broadened and attenuated pulse Somrgents of photon migratioff.™® Herein, we demonstrate the

dist P th Th d oul h use of the system to obtain estimates of the optical properties
Istance away from the source. The measured pulse shapé homogenous turbid media to demonstrate the system’s ac-

curacy. The results compare favorably to estimates obtained
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via the well-characterized conventional FDPM technique em- image source
ploying a single point of illumination and point of collection, T
and further validate the ICCD detection system and its capac-
ity to obtain frequency-domain data. To the authors’ knowl-

edge, this study presents the first time that frequency-domain 1 +13D
measurements, obtained using an imaging detector of the :
form of an ICCD camera system, have been employed to
determine the absorption and reduced scattering coefficients
of turbid media.

In the following sections, we first review diffusion theory
of light propagation in turbid media to establish the theoreti- s

extrapolated boundary

cal framework. Next, we describe our experimental method, detect [ L hterf
including the scattering media investigated and the instrumen- etector Cx ) air-Liposyn interface
tation used for the acquisition of frequency-domain data r 3D

across the area of the imaging detector. We also detail our data 2

analysis procedure. Finally, we present our experimental re- true source

sults and compare them with the results obtained from well- Fi . - e .
. . . ig. 1 Schematic depicting the semi-infinite model. The true source is
characterized, Convent_lo_nal frequency-gjomaln MeasurementSy aied a distance of one mean free path length (3 D) below the sur-
to demonstrate the validity of the technique. face of the medium, while the image source is located a distance of
21,43 D above the surface to create a net-zero fluence at the extrapo-

lated boundary located a distance of I, above the surface. The true

2 Theory source and image source are located a distance of r; and r,, respec-

] ) ) ] ] tively, from the detector, and p is the projection of r; and r, onto the
Diffusion theory is often used to describe the time-dependent surface.

photon passage through turbid or highly scattering media and

often finds applicability in studies of time-domain photon mi-

gration, where source light is launched as ultra-short pulses

and photon detection is achieved as a function of time and :1+R‘3ﬁ
position. Additionally, for studies of frequency-domain pho- ® 1-Reg
ton migration, where the incident source light intensity is Si- \hereR . is the effective reflection coefficient and represents
nusoidally modulated, an adequate description of photon mi- yhe fraction of photons that is internally reflected at the
gration is provided by the well-known diffusion equation: boundary.R. is a function of the refractive indice@;) of

the turbid media and surroundings and has a value of 0.431
for a refractive index mismatch typical of a water-air interface
(Nyater/ Nair=1.33. The expression for the surface ac photon
fluence rate may then be expressed as:

2D, 3)

IFwCD(r,w)—DVZCID(r,w)nL,u,aCI)(r,w):S(r,w). )

Here,i is the principal square root of 1, ¢ is the speed of

light in the medium®(r,w) is the ac photon fluence rate at Cua—iw|?
positionr and angular modulation frequenay S(r,w) is the exp{ - rl(T)
isotropic photon source density, aidis the diffusion coef- O(p,w)=
ficient defined by: AwD M
i 1/2
Cug—lw
1 1 ex;{ - rz( Ma—)
D= = —, 2) ch
Blpat (1= us]l  3(pat pe) - , (4)

I
where us and u, are the inverses of the mean free paths for \ynereS is a complex number representative of the source ac
scattering and absorption, and are known as the scattering andrength(s,) and phaséés), such that,
absorption coefficients, respectively, is known as the re-
duced scattering coefficient, amgdis the mean cosine of the S=S,.expiby), (5)

scattering angle. ) i i
andr, andr, are the distances from the point of interest to

the true source located just beneath the surface and to the
2.1 Analytical Solutions to the Diffusion Equation image source introduced to satisfy the boundary condition,
respectively, ang is equivalent to the projection of andr,

For infinite and semi-infinite media geometries, the diffusion onto the surface, such théig. 1),

equation may be solved analytically to obtain an expression
for the photon fluence rate. We follow the method of Haskell

_ 2., 2712
et al. and apply the extrapolated boundary condition to solve r1=18D)"+p 1™, ©)
for the ac photon fluence rate at the surfat&his boundary _ 2 2a12
condition states that the photon fluence rate goes to zero at r2=[(3D+2l5)"+p7]"% (@)
some fictitious boundary located a distanice above the A case of particular importance and pertinent to this report
physical surface, withg defined as: involves a reflectance geometry detection scheme, where the
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source and detected light are located on the same surface. In R(p,w)=l,dp,w)exdib(p,o)], (11

this case, the detected signal or the diffuse reflectance, de-

noted byR, is that portion of the diffuse light that is trans-  wherel ,{p, ) is the modulus of the diffuse reflectance, and

mitted through the surface and captured by the detector. It cang(p,w) is the argument of the diffuse reflectance. Conse-
be shown that the diffuse reflectance is proportional to the quently, the steady-state reflectance, modulation amplitude,
photon fluence rate at the surface: and the phase angle are found via the following relationships:

R(p,0)=Ad(p,0), )

. o . lalp) =R(p,w=0), (12)
whereA is a proportionality constant equivalentto:

A 1 fao 1R L 3D - lad p, @) =|R(p, )| ={IMAG[R(p,)]?
== - + ——COoS« [coSa Sin .
2 Jo [ Fresne(a)] Is o [e% ala +REAL[R(p,w)]2}1/2, (13)
9
Here, a, is equal to one-half of the detector acceptance angle IMAG[R(p,®)]
andReesner the Fresnel reflection coefficient, is a function of 0(p,w)=ard R(p,w)]=arctar{ m]

the refractive indices of the turbid media and surroundings. (14)
For a system with a refractive index mismatch of 1.33, and a

detector with a large acceptance an@ech as a camera, such where IMAG[R(p, )] and REAL[R(p,w)] refer to the

that a, is approximatelyr/2), A has a value of 0.199. Thus,  jaqinary and real components of the diffuse reflectance, re-
when Eqgs.(4) and (9) are applied to Eq(8), one obtains an  gpectively, ancR(p,w) is the diffuse reflectance defined by
analytical expression for the diffuse reflectance at the medium Eq. (10). Thus, given the distance from the source, angular
surface: modulation frequency, and optical properties of the medium,
S Egs.(12), (13), and(14), when applied to the analytical ex-
Cug—lw : . .
_ 2 212 “Ma pression for the diffuse reflectance, may be used to obtain
ex [(3D)“+p“] : i
~0.19% ch theoretical or predicted values of steady-state reflectance,
R(p.0)=7—5 [(3D)%+ p2] 2 modulation amplitude, and phase angle.
R, Moreover, frequency-domain measurements may be abso-
(3D 421024 52112 Cua—lw lute or relative. If absolute measurements are to be used, the
ex [( )"t 7] cDh proportionality constanf\ needs to be determined. An addi-
- [(3D+ 212+ p2] 2 . tional calibration experiment must also be performed to char-
TP acterize the source ac strength and phase, since the quantity
(10 appears in the analytical solution for the photon fluence rate.

Several approaches may be applied to determine the opti-on the other hand, since the diffuse reflectance is a linear
cal parameters of a semi-infinite media given frequency do- function in both the quantitied andS, dividing the diffuse
main measurements. In one such approaclis fixed and reflectance obtained at one position by a measurement ob-
measurements are obtained as a functiow.oflternatively, tained at a second reference position cancels both quantities
measurements may be obtained for a fixeds a function of and obviates the need to calculate the proportionality constant
p. Finally, a technique that utilizes both a fixed modulation @nd characterize the source. Hence, relative FDPM measure-
frequency and a fixed separation distance sequentially may beMents may be calculated using the relationships:
applied. An algorithm based on the measurement approach
applied and the analytical solution to the diffusion approxima- lqdp) R( =0)

: | el ddp p,®
tion may then be used to regress the unknown optical proper- lge(p)= Il pro) = R( —o)
ties. The imaging system described here is capable of obtain- det Pret Pret, @
ing data at a number of modulation frequencies. However, its
capacity to obtain measurements simultaneously from an area l.dp o)

. . . . re ac P

of the medium surface makes it convenient to obtain lzc(p @)= ﬁ
frequency-domain data for multiple values pf simulta- ac. Pref
geousfly at ahfiﬁedhfrequenlcy. Thufs_, V\(/je foccljjsI ona ffrequency- {IMAG[R(p,»)]?+REAL[R(p,w)]?}*?

omain method that employs a fixed modulation frequency T TIMAGIR 2F REALIR 212
and measurements obtained at a number of distances from the { [R(pret,)] [Rpret )"}
source to determine unknown optical parameters of scattering (16)
media.

(19

. 0" (p,w)=0(p,w)— O(pyes,
2.2 Absolute Versus Relative Measurements (p,@)=0(p,®) = Oprer, )

In the frequency domain, the measured quantities are the =arctar{|MAG[R(p’w)]]
steady-state reflectance or dc amplitude, denotethbythe REAL[R(p,w)]

modulation or ac amplitude, denotkg, and the phase angle

between the source and detectér,These quantities are re- _ arctar{ 'MAG[R(Pref"")]] (17)
lated to the diffuse reflectance by the following expression: REAL[R(pyet,)]]’
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Fig. 2 Contour plots of (a) steady-state diffuse reflectance (cm~2), (b)
ac amplitude (cm™2), and (c) phase angle. Values were obtained us-
ing Egs. (12), (13), (14) and (10) with p=0.5cm and w=2m

X (100 MHz).
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surements obtained from an air-water interface using a detec-
tor with a large numerical aperturéi.e., Nyaed Nair=1.33,
Re#=0.431,A=0.199) obtained using Eq(12), versus the
absorption and reduced scattering coefficients for
=0.5 cm.The valueS, representative of the source, was fur-
ther assumed to equal unity. From the plot it is evident that for
certain fixed values of the absorption coefficient, two separate
values of the reduced scattering coefficient will yield the same
steady-state diffuse reflectance. Similarly, Figd)2nd Zc)
demonstrate that for certain values of the absorption coeffi-
cient, multiple values of the reduced scattering coefficient can
produce the same value of the ac amplitude and phase angle
[computed using Egs.(13) and (14), with =27

X (100 MH32)]. As a result, the determined optical properties
will be nonunique if absolute measurements of steady-state
reflectance, ac amplitude, or phase angle are used alone or if a
combination of absolute measurements are emplpyed su-
perimposing Figs. @), 2(b), and Zc) still results in multiple
pairs of absorption and scattering coefficients that yield the
same resulfls

On the other hand, the use of relative measurements leads
to the determination of a unique set of optical parameters.
Figures 3a) 3(b), and 3c) display contour plots of normal-
ized steady-state reflectance, normalized ac amplitude, and
referenced phase angle, respectively, versus the absorption
and reduced scattering coefficients. The values were calcu-
lated using Eqs(15), (16), and(17) for p=1.0 cmand nor-
malized or referenced to those obtained at a distangepf
=0.5 cm.As in Fig. 2, the effective reflection coefficient was
assigned a value dR.4=0.431,and the angular modulation
frequency was set to=27X (100 MH2), but no assump-
tion about the source was necessary and the proportionality
constantA was not required in the calculation. The plots in
Fig. 3 demonstrate that for any fixed value of the absorption
coefficient, there exists only one value of the reduced scatter-
ing coefficient that will yield a given value of normalized
steady-state reflectance, normalized ac amplitude, or refer-
enced phase angle. As a result, relative measurements of
steady-state reflectance, ac amplitude, or phase angle may be
used alone or in combination to determine a unique pair of
optical properties.

The following section describes the instrumentation, ex-
perimental setup, and experimental method employed for data
acquisition, as well as details of the data analysis procedure
used to obtain the final estimates of the optical properties of
the turbid media investigated.

3 Materials and Methods
3.1
The frequency-domain imaging system has been described

Instrumentation

represents the distance from the source at some reference popreviously in detail”*® Hence, we only point out the salient

sition, andR(p,w) is the diffuse reflectance defined by Eq.

(10).

features. Modulated light of 785 nm provided by a laser diode
(Sanyo, model DL7140-201, Allendale, New Jenseyas

A second, perhaps greater advantage to using relative datdaunched onto the surface of the medium under investigation
for the determination of optical properties involves the via a 1000um optical fiber. The fiber was positioned perpen-
uniqueness of the derived optical parameters. Kienle and dicularly such that the tip just touched the medium surface. A
Patterson previously demonstrated that the determination oflaser diode driveThorLabs, model LDC500, Newton, New
optical properties is not unique if absolute measurements of Jersey provided the diode with 50-mA of dc current while a

steady-state reflectance are u&tBigure 2a) presents a con-

temperature controllefThorLabs, model TEC2000, Newton,

tour plot of the steady-state diffuse reflectance typical of mea- New Jerseyhelped maintain a constant lasing wavelength. A
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Fig. 4 Frequency-domain ICCD imaging system. The source light pro-
vided by a laser diode (LD) is delivered through an optical fiber to the
medium surface. The re-emitted light passes through a neutral density
filter (F) before being focused onto the photocathode of the image
intensifier (1) by a lens (L;). The intensifier is optically coupled via a
lens (L,) to a CCD camera (C), which acquires and digitizes the im-
= ages. A frequency synthesizer (S;) provides an rf signal, further ampli-
(c) g fied by an external amplifier (A), that modulates the intensifier photo-
= cathode at 100 MHz. A second synthesizer (S,) modulates the laser
= diode at the same 100-MHz frequency.
of the CCD. A second frequency synthesiZBrogrammed
Test Sources, model PTS-310, Littleton, Marylapdovided
an ac signal of+13 dBM, further amplified to+40-dBM,
using an external amplifietENI, model 604L, Rochester,
New York), that was used to modulate the photocathode of the
Fig. 3 Contour plots of (a) normalized steady-state diffuse reflectance, intensifier at 100 MHz. The synthesizers are phase locked to
(b) normalized ac amplitude, and (c) referenced phase angle. Values maintain a constant programmable phase offset. Because both
were obtained using Egs. (15), (16), (17), and (10) with p=1.0 cm, source and detector are modulated at the same frequency, a
Prer=0.5 cm, and w=2X (100 MHz). homodyne data acquisition technique is employed to facilitate

the collection of frequency domain data. The phase offset be-
tween frequency generators is swept throughmacfcle to
100-MHz ac signal of+13-dBM rf power, provided by a  obtain phase sensitive intensity images that are subsequently
frequency synthesizefMarconi Instruments, model 2022D, used in a fast Fourier transfor(®FT) analysis to obtain the
United Kingdom, was superimposed onto the constant dc quantities of steady-state diffuse reflectance, amplitude modu-
bias of the laser diode. Consequently, the diode delivered ap-lation, and phase angldor a detailed description see Ref.
proximately 48 mW of optical power to the source fiber. 17). Data acquisition and instrumentation control is performed
A 16-bit CCD camera(Photometrics, model CH350/L, on a personal computer equipped with+ + imaging soft-
Tucson, Arizona coupled to an image intensifier via a ware (Digital Optics, Auckland, New ZealandA schematic
105-mm lens functioned as an area detector of the re-emittedof the instrumentation is provided in Fig. 4.
light. A circular image of the medium surface of approxi- ) ]
mately 3.4 cm diam was focused onto the photocathode of the3-2  Scattering Media
image intensifier with a 50-mm lens. A neutral density filter The scattering media was composed of 20% Lipo&iott
was positioned prior to the 50-mm lens to prevent saturation Laboratories, Chicago, lllinojsdiluted with distilled, deion-
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Table 1 Summary of the different media investigated. The media were comprised of Liposyn and India ink in the concentrations indicated. The
range of p examined for each medium is listed in column 4. Additionally, the optical parameters calculated via the single-pixel frequency-domain
technique discussed in Ref. 10 are listed for each medium.

Optical parameters determined from single-
pixel measurements (mean= standard deviation)

Liposyn concentration India ink concentration

Solution (vol. %) (vol. %) p (em) fo (em™) ! (em™")
1 0.5 0 2.04 10 3.35 0.019x0.003 5.3%0.2
2 0.5 0.03 2.04 10 3.35 0.104x0.001 5.9+0.1
3 0.5 0.07 2.04 10 3.35 0.21+0.02 6.3x0.1
4 1.0 0 1.17 t0 2.38 0.015x0.002 10.2+0.3
5 1.0 0.03 1.17 10 2.38 0.088x0.001 10.4x0.1
6 1.0 0.07 1.17 10 2.38 0.18+0.03 10.8x£0.2
7 2.0 0 0.67 to0 1.38 0.018x0.001 22.3x0.3
8 2.0 0.03 0.67 to 1.38 0.091x0.001 22.3x0.2
9 2.0 0.07 0.67 to 1.38 0.31+0.04 21.8x0.8

ized water to a final volume percent of 0.5, 1.0, and 2.0% to we verified the validity of a semi-infinite medium, as we were
vary the degree of scattering. The reduced scattering coeffi-unable to detect any re-emitted light from the sides of the
cients of the turbid media were measured using the conven-container.

tional frequency-domain technique employing a single point  Just prior to the start of each experiment, an image was
of illumination and detection in infinite media as described acquired of a grid to determine the field of view and the exact
elsewherd? and agree well with previously published location of the fiber optic with respect to it. The acrylic con-
reportst®2° Additionally, India ink dye(Pro Art, Mount Lau- tainer was then filled with a well mixed Liposyn-ink solution
rel, New Jerseywas added in various concentrations to vary until the surface just touched the fiber tip. The frequency-
the extent of light absorptioft. The extinction coefficient for domain imaging procedure then commenced. A total of nine
the India ink was determined using dilute samples in a stan- images were acquired at each of 32 equally spaced phase
dard spectrophotomet€8PEX FluoroLog, Jobin Yvon, Incor-  delays between the synthesizers modulating the light source
porated, Edison, New Jergegnd Beer’s law calculations. We  and the detector. With a 400-msec exposure per image, data

found it to have a value of’s ,.=1.12 cm *(vol%) 2. acquisition time totaled approximately 2 niifexposure time/
The absorption coefficient due to the ink at 785 nm can then image X (images/phase delfy(number of phase dela)s
be calculated as: Hence, although the solution was well stirred prior to each

_ ' experiment, there was little concern of the solution settling
Mg‘k: 2.303x gk ~<[conc.inkvol.%)]. (18 due to the duration of the data acquisition. The procedure was

785 n
. - . . . repeated for all the solutions investigated.
Using Eq.(18), it is possible to calculate the increase in the P g

absorption coefficient as a result of added India ink dye as

a=ua¥+ul, where ug represents the absorption prior to 3.4 Data Analysis

the addition of the dye. To vary the final absorption coeffi- rrequency-domain data were extracted from the phase sensi-
cient, the concentration of ink was adjusted between O and je images of the medium surface via a FFT procedure de-
0.07% by volume and no change in scattering was measuredgcriped in detail elsewhefé.The nine images obtained per

as expectgd for the.se low co.ncentratlons of added ink. He_nce’phase delay yielded nine independent area measurements of
a total of nine solutions was investigated. Table 1 SUMMArizes siaady-state reflectance, modulation amplitude, and phase

the composition of the nine solutions investigated. angle per investigational medium studied. The standard devia-
) tions of the nine measurements were computed for use in the
3.3  Experimental Method nonlinear least-squares algorithm discussed later. Having pre-

A cylindrical container constructed from clear acrylic with a viously determined the position of the source with respect to
diameter of 22.5 cm housed the Liposyn-ink solutions during the field of view, the data were then sorted into radial bins
the experiment. The container was filled with the solution to a centered on the sourd&ig. 5. The width of each bin was
depth of approximately 10.5 cm, yielding a final volume of 1000um, equivalent to the diameter of the source fiber. Data
approximately 4 L. With the source fiber located on the me- within each bin were averaged to yield one measurement cor-
dium surface and the ICCD imager positioned to acquire im- responding to its surface-projected distance from the squrce
ages from the clear cylindrical sides of the acrylic container, The first or shortest distance determined;, the reference
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Fig. 5 Schematic of the radial binning procedure. (a) A total of m area
measurements of /4., I,., and 6 are (b) sorted into radial bins of width
Ar=1000 um. (c) Data within each bin are averaged to yield a single
measurement corresponding to a projected distance from the source
p. The number of area measurements m is dictated by the number of
images obtained per phase delay, and n represents the number of

separation distances.

6"(p,w) data were fit to Eq(17); 1 2(p) andI'®(p,w) were
simultaneously fit to Eq915) and (16), respectlvelyl’e'(p)

and 6"(p,w) were simultaneously fit to Eq$15) and (17),
respectively '€(p,w) and 6"®(p,w) were simultaneously fit

to Egs. (16) and (17), respectively; and finally,$(p),
1"®(p,w), and 6\(p,w) were simultaneously fit to Eqé15),

(16), and (17), respectively. As a result, a single FDPM
dataset yielded estimates of the optical parameters obtained in
seven different ways. Furthermore, because we obtained es-
sentially nine independent FDPM area measurements per ex-
periment, the least-squares analysis yielded nine estimates of
the optical parameters for each of the measurement combina-
tions employed in the algorithm. The nonlinear least-squares
fitting routine we employed is part of the commercial package
Matlab software(The MathWorks, Natick, Massachusetts
The objective function minimized was of the form:

pred ob 2
F(pa,me)= E 2 ( s) . (9
IJ

where the subscriptdenotes the measurement typg!, 1™,

and #"®) obtained at thg’th distance from the sourceP?

and £°PS represent the predicted and observed measurements,
respectively, andr° is the standard deviation of the ob-
served measurements.

4 Results and Discussion

Table 2 summarizes the experimentally obtained estimates for
the optical parameters of the different media investigated. The
optical parameters are reported as the mean of the nine esti-
mates obtained for each of the seven measurement combina-
tions applied in the regression. To validate the results, we
compare them with the values obtained using the conventional
frequency-domain technique using a PMT as a detector. Al-
though this conventional FDPM measurement is itself prone
to some degree of measurement error, in general it is regarded
as a technique with high accuracy and measurement precision,
and as such, is widely used for the determination of separate
and distinct absorption and scattering properties of turbid
medial® Therefore, the values obtained using the conven-
tional PMT-based FDPM method provide a practical metric
by which to evaluate the accuracy of our experimental results.
The following formula is used to compute the percent rela-

position, and subsequent measurements of steady-state reflegiye error in the experimentally derived optical parameters:
tance, amplitude modulation, and phase angle were made rela-

tive to the measurements obtained at this position. In all cases
we ensured that this first position was located at least 10 mean
free path lengths from the source to preserve the validity of
the diffusion approximation. where ¥ represents the calculated optical coefficient and
We obtained relative frequency-domain measurements atu®P is the value obtained from the conventional FDPM analy-
source-detector separation distances ranging from 6.7 to 33.5sis. In general, when measurements of steady-state diffuse
mm. A nonlinear least-squares analysis was then performed toreflectance were employed, either alone or in combination
fit the derived analytical solution to the obtained experimental with another measurement type, the resulting optical param-
measurements of steady-state reflectance, modulation ampli-eters were most in error. That is, they possess the highest
tude, and phase angle to recover the optical properties of therelative error, indicating that they deviate most from the opti-
medium. Each FDPM measurement type could be utilized cal parameters computed via the single-pixel technique. The
separately or in combination in the least-squares analysis.error in the estimated optical parameters obtained from an
Thus, the parameters were extracted from the frequency-analysis ofl re' does not necessarily reflect the lack of fit of
domain datasets in one of the following wayg-"(p) data expenmental data to the model. In fact, the errors in estimat-
were fit to Eqg. (15); |rel(p w) data were fit to Eq.(16); ing the optical parameters using measurementls{ﬁﬂ)blone

sp
2100,

(20

calc__
% relative error inu=
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Table 2 Summary of the results of the least-squares regression to determine the optical properties of the media investigated. The obtained optical
properties are shown along with the frequency-domain measurement type(s) that was (were) used in the regression. The results shown represent the
mean of nine separate trials. The standard deviation is typically less than 0.006 cm™" and 0.05 cm™' for the absorption and reduced scattering
coefficients, respectively. The value nc denotes the cases where the regression algorithm did not converge on a set of optical parameters.

0% India ink 0.03% India ink 0.07% India ink
Measurement(s) employed in leastsquares analysis o (cm™")  u! (cm™) ug (em™)  wl (cm™) ug (em™)  wl (ecm™)
0.5% Liposyn Steady-state reflectance 0.003 1.70 0.009 1.48 0.006 1.21
ac amplitude 0.020 5.06 0.106 5.05 0.174 5.51
Phase 0.021 5.15 0.101 4.94 0.196 515
Steady-state reflectance and ac amplitude 0.017 5.42 0.104 5.11 0.166 576
Steady-state reflectance and phase 0.021 5.14 0.097 4.81 0.162 4.42
ac amplitude and phase 0.021 515 0.101 4.96 0.193 5.09
Steady-state reflectance, ac amplitude, and phase 0.021 5.15 0.101 4.96 0.193 5.08
1.0% Liposyn steady-state reflectance 0.011 6.47 0.058 6.45 0.096 6.81
ac amplitude 0.018 9.55 0.110 9.59 0.195 10.48
Phase 0.019 9.93 0.100 9.49 0.194 9.23
Steady-state reflectance and ac amplitude 0.018 9.64 0.106 9.82 0.148 13.39
Steady-state reflectance and phase 0.019 9.93 0.100 9.48 0.192 9.14
ac amplitude and phase 0.019 9.93 0.100 9.49 0.195 9.26
Steady-state reflectance, ac amplitude, and phase 0.019 9.93 0.100 9.49 0.195 9.26
2.0% Liposyn Steady-state reflectance nc nc nc nc 0.106 11.96
ac amplitude 0.016 16.38 0.084 16.04 0.073 25.27
Phase 0.021 20.89 0.122 20.41 0.276 25.76
Steady-state reflectance and ac amplitude 0.016 16.33 0.083 15.98 0.081 22.75
Steady-state reflectance and phase 0.021 20.89 0.122 20.40 0.276 25.74
ac amplitude and phase 0.021 20.89 0.122 20.41 0.276 25.75
Steady-state reflectance, ac amplitude, and phase 0.021 20.89 0.122 20.41 0.276 25.75
were obtained despite a relatively good fitlf data to Eq. ~ 54%, respectively. The addition of amplitude and phase mea-

(15); the regression coefficief®? was greater than 0.97 in all ~ surements considerably improved this result.
the applicable cases. Instead, the relative errors in predicting Furthermore, it can be seen from Table 2 that measure-
the optical parameters using measuremenﬂéﬂwone could ments of steady-state reflectance underestimated the optical
be due to errors in the steady-state reflectance measurementgarameters. This may arise due to the fact that the FDPM
themselves, an idea that is discussed further later on. Thisimage measurements were not background subtracted, as is
finding is in accord with the results of Sun, Huang, and typically required for conventional, steady-state reflectance
Sevick-Muraca, who also determined that simultaneous re- measurements. As a result, the increased dc signal in non-
gression ofl [ﬁ:' and |;ec' from conventional FDPM measure- background subtracted images is incorrectly interpreted as
ments failed to accurately recover the optical propetfles. light that has propagated and exited the medium. Conse-
Table 3 summarizes the mean relative error in estimating quently, the absorption and scattering coefficients are under-
the optical parameters for each of the measurement combina-estimated. Although measurements were conducted in a dark-
tions used in the least-squares analysis for all media investi-room to negate the contribution of extraneous light in
gated. The mean relative error in determining the absorption nonbackground subtracted images, less than ideal darkroom
and reduced scattering coefficients using dc measurementxonditions occurred and may have caused artifact in the dc
alone, as computed via EOQ), was approximately 64 and measurement$. Under experimental conditions similar to
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Table 3 Mean relative errors in determining the optical properties of
all semi-infinite media investigated. The relative error is computed
using Eq. (20) for each of the measurement combinations used in the
least-squares analysis.

% relative error

Measurement(s) employed in least-

squares analysis Ha By
Steady-state reflectance 63.7 54.3
ac amplitude 19.2 13.2
Phase 14.4 10.7
Steady-state reflectance and AC 20.4 13.2
amplitude

Steady-state reflectance and phase 16.5 12.3
ac amplitude and phase 14.6 10.7
Steady-state reflectance, ac amplitude, 14.6 10.7

and phase

10 o 0.5% Liposyn - observed data
. ‘3 < 1.0% Liposyn - observed data
nsk ‘ .i\  E 2.0% Liposyn - observed data
. s - — 0.5% Liposyn - least sguares fit
‘;', I - 1.0% Liposyn - least seuares fit
= L
;‘Q 0.6 — 2.0% Liposyn - least squares fit
o
g 04r . S -
[ " o, .
02y L, B oy R
s e o
0oL . . : - - .
oo 0z 0.4 0é 0z 10 12 14

P = Py o)

Fig. 6 Experimentally obtained measurements of normalized /4. inten-
sity (a.u.) as a function of distance from the source (cm) for solutions
containing various concentrations of Liposyn emulsion and no added
ink absorber. The symbols and error bars denote the mean and stan-
dard deviations of the measurements, respectively, whereas the lines

represent the predictions using the optical properties obtained from
least-squares analysis of /,. and @ measurements.

those described within this work, and employing a back-
ground subtraction technique, Thompson and Sevick-Muraca.

demonstate tht the ICCD mager perate i he photon. 111252 8565, 6 1. Bgai, e coud be  esutof e
noise limit, or in terms of signal-to-noise rati®NR), the y :

optimum in detector performanc¢®.Therefore, because we error, as computed by Eq20), was approximately 15 and

% i i i i -
employed dc measurements that were not background sub-L1% in the determination of the absorption and reduced scat

. . . tering coefficients, respectively, when phase measurements
tracted, a resulting decrease in SNR could explain the Iessweregused alone or in cF:)mbina)t/ion with gc amplitude data. In
precise dc measurements. P :

In addition, because the least-squares regression utilized anaddltlon, the calculated absorption coefficients agreed quite

optimization function weighted by the standard deviations of well with those computed using the added absorber calcula-

obtained measurements, and our obtained measurements 0ﬁ|on prowde_d by Eq(18). Finally, mclgdmg additional mea- .
rel surements in the nonlinear regression does not necessarily

; |
qulwere generally less precise than measurementgecc:ind_ yield a model that leads to a better fit of the data. Because the
0 (014> 1,,04), the analyses that employed a combina- number of fitting parameters, namely the absorption and re-
tion of measurements favored measurements;pfand ¢' duced scattering coefficients, is the same in all the nonlinear
over measurements ¢ . That is, like Sun et af') we found regressions employed, inclusion of an additional measurement
that simultaneous regression kﬁﬁ' I;ec', and 6" data gives type increases the degrees of freedom by the number of addi-
comparable recovered results as simultaneous regression ofional measurements. Because the increase in the sum of
I;ec' and#"™'. Consequently, the estimates of the optical param- squared residuals is proportional to the increase in the degrees
eters were minimally influenced by the additionId} mea- of freedom, it stands to reason that additional measurements
surements in the least-squares analysis. do not necessarily improve the fit of the model to the experi-
On the other hand, because modulation amplitude and mental data. However, as evidenced in Table 3, the use of
phase lag image quantities do not require background subtrac-multiple measurement types in the nonlinear least squares re-
tion for precise measurement, the optical parameters deter-gression can lead to improved estimates of the optical param-
mined from measurements tf! and 6", either alone or in eters.
combination, deviated least from the values obtained using Figure 6 shows the experimentally acquirléﬂ measure-
the conventional FDPM technique. Typically, the use of phase ments and those predicted by the optical properties obtained
measurements, alone or in combination with measurements offrom least-squares analysis bffc' and 6" for media com-
modulation amplitude, resulted in the determination of the prised of various concentrations of Liposyn and no added ink
optical parameters from the ICCD system that most closely absorber. Similarly, Figs. 7 and 8 report the experimentally
matched those determined from measurements made with theacquired measurementsIdf and 6, respectively, as well as
conventional frequency-domain techniques. In the nonlinear those predicted from least-squares analysis of HQ‘thnd o'e!
regression analysis of ac amplitude and/or phase lag data, théor media comprised of various concentrations of Liposyn and
models yielded extremely good fits to experimental datdf6f  no added ink absorber. Unlike Fig. 6, these plots demonstrate
and 6", R?>0.99in all the relevant cases. However, in gen- that measurements of amplitude modulation and phase lag
eral, the optical parameters obtained from an analysigtbf  agree relatively well with theoretical predictions. The results
and/or ' data failed to provide a model fit to experimental for the solutions containing added India ink absorbers are akin
data of steady-state reflectar(@@ was typically less than 0.5  to Figs. 6, 7, and 8.
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Fig. 7 Experimentally obtained measurements of normalized /,. inten-
sity (a.u.) as a function of distance from the source (cm) for solutions
containing various concentrations of Liposyn emulsion and no added
ink absorber. The symbols and error bars denote the mean and stan-
dard deviations of the measurements, respectively, whereas the lines
represent the predictions using the optical properties obtained from
least-squares analysis of /,. and # measurements.

Finally, we wished to investigate the effect of modulation
frequency on the determination of the optical properties. Mea-
surements were performed at three additional distinct modu-
lation frequencie$40, 60, and 80 MHgfor the solution com-
prised of 0.5% Liposyn. The gatherdaﬁc' and 6" data were
then employed in the least squares analysis to obtain estimate
for the optical parameters. Figure 9 presents the obtained ab

t
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modulation frequency (MHz) H, (D) /t; (em™)

40 0.0196 527

60 0.0242 5.46

80 0.0249 525

100 0.0204 515

0.05 5.50
¥
‘TE _‘E
2 o044 T ¥ 525 2
= £
) )
5 ¥ g
e z
g Z
B 0031 500 %
g B
E 2
£ @ ® 2
E ]
2 0021 o e L1475 F
= 2
O Hy
v oou
0.01 T T — 4.50

40 60 80

modulation frequency (MHz)

100

Fig. 9 Estimates of the optical parameters of a solution comprised of
0.5% Liposyn and no added ink absorber. The optical parameters
were acquired via a least-squares analysis using measurements of
modulation amplitude and phase lag. The experiments employed the
various modulation frequencies listed in the first column of the table.
The symbols denote the mean of nine estimates while the error bars
indicate the standard deviations.

absorption coefficients were found to deviate from the value
obtained via the conventional technique (mn averagg ap-
proximately 17% over all the modulation frequencies investi-

ated. Similarly, the reduced scattering coefficient was found
%on averaggto within 2% of value determined by the conven-
ional FDPM technique.

sorption and reduced scattering coefficients as the mean of
nine separate trials. The estimates at modulation frequencies
of 40, 60, and 80 MHz are consistent with the results obtained 5 Conclusion

at a modulation frequency of 100 MHz. Again, the obtained e demonstrate the use of an ICCD detector for the collection

of frequency-domain photon migration data and its subse-
guent use in determining the optical properties of semi-infinite

05 - - - - " - turbid media. We employ referenced measurements obtained
,.-@ at multiple source-detector positions and the diffusion ap-

o4l . ¢ proximation to regress estimates for the absorption and re-

' o2 i duced scattering coefficients. We found that measurements of

2 ol steady-state diffuse reflectance are least accurate in determin-

E 03t & ’,E" ing both the absorption and reduced scattering coefficients,
% ,r’i with estimates varying from values calculated by conven-

2 = tional FDPM measurements bpn averagg approximately

5”' 64 and 54%, respectively. Furthermore, our results suggest
B 0.5% Liposym - observed data that measurements of phase lag provide the most accuracy in
o1k 1.0% Liposyn - cbserved data determining optical parameters when a single type of mea-
2.0%: Liposyn - observed data h . . .

0.5% Liposy - rest seuaes it surement is employec_i, phase lag measurements ylelq_estl-

ol . Ity Defamms i mates for the absorption and reduced scattering coefficients
g — that vary by on average approximately 14 and 11%, respec-

06 0z 10 12 T4

P = Py (oma)

00 04

Fig. 8 Experimentally obtained measurements of referenced phase lag
(radians) as a function of distance from the source (cm) for solutions
containing various concentrations of Liposyn emulsion and no added
ink absorber. The symbols and error bars denote the mean and stan-
dard deviations of the measurements, respectively, whereas the lines
represent the predictions from the optical properties obtained from
least-squares analysis of /,. and # measurements.
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tively.

The least-squares regression algorithm employed could ex-
ploit multiple measurement types simultaneously. Our results
deviate most from the estimates obtained via the conventional
FDPM technique when the combinations of measurements in-
clude steady-state reflectance. This is due in part to the fact
that FDPM measurements are not background subtracted and
it is believed that employing a background subtraction tech-
nique should improve the dc component while having little if

1345
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any effect of ac and phase lag. On the other hand, the most
accurate estimates of the optical parameters are obtained

when amplitude data are employed along with phase lag data. ™

In this case, the estimates for the absorption and reduced scat-

tering coefficients again vary from values computed by the 6.

conventional FDPM technique kgn averageapproximately

15 and 11%, respectively. Finally, we found that our results

are consistent at multiple modulation frequencies spanning 40 -

to 100 MHz. In summary, we recommend that the optical
properties of semi-infinite media be obtained from an analysis
of phase shift data or the simultaneous regression of ampli- 8

tude and phase shift data.

Finally, the estimates we obtain for the accuracy of the g

derived optical parameters are calculated using reference val-

ues, which are obtained from conventional frequency-domain
measurements employing a single point of collection in re-
sponse to a point of illumination within an infinite media.

Thus, inaccuracies in the gold-standard values of absorption
and scattering may also contribute to an unaccounted error.
Nonetheless, we demonstrate for the first time the use of anll.

10.

ICCD detection system to acquire simultaneous surface-area
FDPM measurements for purposes of estimating the absorp-;,

tion and scattering coefficients of turbid media. Additionally,
our results validate the use of an ICCD detection system for
FDPM analysis on systems that exhibit tissue-like scattering,
including those used for the acquisition of data for optical

tomography.
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