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Abstract. We describe a 2-D computational model of the optical
propagation of coherent light from a laser diode within human skin to
better understand the performance of a confocal reflectance theta mi-
croscope. The simulation uses finite-difference time domain �FDTD�
computations to solve Maxwell’s equations in a synthetic skin model
that includes melanin, mitochondria, and nuclei. The theta line-
scanning confocal microscope configuration experiences more local-
ized decreases in the signal than the confocal common-path point-
scanning microscope. We hypothesize that these decreases result
from the bistatic imaging configuration, the imaging geometry, and
the inhomogeneity of the index of refraction of the skin. All these
factors result in the source path having aberrations different than those
of the receiver path. The model predicts signal decreases that are
somewhat greater than those seen in experiments. New details on the
reflection from a spherical object show that imaging with the theta
line scanner leads to somewhat different results than would be seen
with a common-path point scanner. The model is used to optimize the
design of the theta line-scanning confocal microscope. © 2007 Society of
Photo-Optical Instrumentation Engineers. �DOI: 10.1117/1.2821425�
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Introduction

inite-difference time domain �FDTD� simulations are useful
ools in exploring how light interacts with complex scattering

edia. In this paper, we used an FDTD simulation to explore
ow light from a confocal reflectance theta line-scanning mi-
roscope travels from the source to the focus, and then to the
eceiver. The design of the confocal reflectance theta line-
canning microscope is based on two existing microscope de-
igns: the line-scanning microscope with a divided objective
ens, developed by Koester1 for imaging the cornea; and the
heta microscope, developed by Stelzer and Lindek2 and

ebb.3 Theta line-scanning microscopes differ from conven-
ional confocal microscopes by being confocal in one direc-
ion and nonconfocal in the other. The theta line-scanning

icroscope may lead to a smaller, more clinically usable con-
ocal reflectance microscope for dermatological and other ap-
lications. One way this device decreases the size and cost is
y changing the usual point source and point detector scheme
o a line source with a 1-D array detector. Thus, this configu-
ation requires only a 1-D scan, thereby producing confocality
n one direction, but not in the other. Figure 1 is a schematic
f the light path for a recently developed theta line-scanning
icroscope.4,5 This figure shows the bistatic nature of the mi-

roscope, in which the source illumination and detected wave
raverse different paths through the sample.

In comparison with the conventional confocal microscope,
he theta line-scanning microscope has increased variations in
he signal, especially below the dermal-epidermal �DE� junc-
ion. These abnormalities in the received signal are displayed

s darkened areas and in extreme cases, the received signal

ournal of Biomedical Optics 064020-
may be below the noise, thus undetectable. The darkened ar-
eas are localized to specific locations within the sample, but
are larger than isolated pixels, so their origin is unlikely to be
speckle. We hypothesize that these variations are caused by
differences in the propagation paths of incident and received
scattered light through different cells and cell components,
and differing angles of incidence along the somewhat sinu-
soidal DE junction.

The computer model developed to test this hypothesis is a
FDTD computational model. Past computer models devel-
oped to examine confocal microscopes were generally limited
to Monte Carlo models due to computational constraints.6 On
one hand, Monte Carlo models rely on averaging over a num-
ber of scattering events, which is advantageous in the sense
that they enable results to be obtained with only low-order
statistical information about the medium of propagation. On
the other hand, they fail to model the refraction at cell bound-
aries, index gradients, and the multiple sizes and shapes of
tissue components. They work well when most of the light
detected has scattered many times. FDTD is a more realistic
model, and enables us to model the signal from a scattering
particle seen through a few cells with any desired degree of
fidelity. However, to exercise this ability, the model requires
more information, such as specific locations of different ma-
terials, and this information is often only known statistically.
We believe that there is a role for both types of models, and
that FDTD provides valuable insights into the behavior of
confocal microscopes.
1083-3668/2007/12�6�/064020/9/$25.00 © 2007 SPIE
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The computational model, in contrast to physical experi-
ents, facilitates introduction of skin components individu-

lly, or in groups, to test the effect of each component on the
eceived signal. Specifically, the model revealed that, al-
hough different cell components and the DE junction all con-
ribute to the received signal reduction, the presence of the
igment protein melanin7,8 causes the greatest reduction. In
ddition, we explored the scattering of light from a single
phere using the model, with results different than those
f a conventional, common-aperture confocal reflectance
icroscope.

Methods
he simulation was constructed in four major computational
locks. The first block builds the computational area, contain-
ng the physical description of the media being modeled. Next
s the actual FDTD kernel, which is used to propagate the
lectromagnetic wave in the computational area. Following
he FDTD kernel is the Fresnel-Kirchhoff integral, used in
alculating the irradiance at the pinhole plane. The last com-
utational block deals with the calculation the power received
t the detector.

The simulations were completed in MATLAB version 7.0.
ost of the simulations were performed on a Fedora Core 4

4-bit PC running the Linux 2.6 kernel. The simulation of the
cattering of light from a sphere required several hundred
imulations. These were performed on a Linux distributed
emory cluster named “Opportunity” at Northeastern Univer-

ity. The cluster has 64 nodes, each with two CPUs and
Gbytes of RAM. The queue system is a Lava/Sun Grid
ngine, running the ROCKS OS. Average simulation time
as 2 h and 40 min.

.1 Computational Area
he computational area is the part of the model that holds
oth the structure and index of refraction �n� values that are
sed in the simulation. The computational area is built in
teps, starting with a homogeneous body of water with
=1.33. Then, additional components are inserted into the
omputational area, as shown in Fig. 2. A single bead with

Fig. 1 General layout of the theta line scanner.
=1.47 at a depth of 45 �m, as seen in Fig. 2�a�, is used as a
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test target. The radius of the bead used throughout all the
experiments was 0.8 �m. The Airy disk radius was calculated
as

RAiry � �1

2
��1.22�

�

nD�0.5/f�
� 0.577 �m, �1�

where � is the free-space wavelength, 700 nm; n is the index
of refraction of water, 1.33; D is the diameter of the capture
side of the pupil, 51.47 �m; and f is the focal length, 45 �m.
The 0.8-�m bead was chosen because a bead smaller than the
Airy disk would behave as a point scatterer, and it did not
produce sufficient signal at the detector. The use of a smaller
particle would have resulted in signals too small to evaluate in
comparison to the background arising from light scattered by
out-of-focus objects. A larger particle would have provided
stronger signals, but as shown later, it is not always easy to
predict where to focus the microscope to achieve the strongest
signal. A flat DE junction is created by filling the computa-
tional area below 40 �m with a medium that has n=1.37 in
Fig. 2�b�. For a more realistic model of the DE junction a
sinusoidal junction �Fig. 2�c�� is built at a mean depth of
40 �m with a amplitude of 5 �m and a period of 100 �m,
and n=1.37. Next, cells and some subcellular components
were added, as shown in Fig. 2�d�, which has a uniform der-
mis with n=1.4, an epidermis built with cytoplasm with n
=1.37, a cell nucleus with n=1.39, and the intercellular fluid
with n=1.34 �Refs. 9–11�. Figure 2�e� includes mitochondria,
which have n=1.42 �Ref. 12�. Figure 2�f� includes the mela-
nin with n=1.7 �Ref. 13�, and is the most detailed skin model
we use. Both the mitochondria and melanin are placed pseu-
dorandomly for each row of cells.

The sizes of the cells and cell components in the skin
model are chosen to match their typical physical dimensions
in human skin cells. Cells close to the surface of the epidermis
are elliptical, with a horizontal major axis of approximately
20 �m radius and vertical minor axis with a radius of 5 �m
�Ref. 14�. Cells close to the dermis are circles14 of radius
10 �m. The nucleus of each cell is 10% of the total cell
volume.15 The clumps of pigment protein melanin have radii
of 0.4 �m and occupy in total 8.5% of the cell volume.15 The
melanin clumps are the smallest element in the simulation.
The mitochondria are also approximated by ellipsoids, with
major axis radii of 2 �m and minor axis radii of 0.75 �m in
the transverse direction, and occupy 10% of the total cell
volume.15–17 In our 2-D model we used the given volume
ratios for an ellipse to find the volume ratios for a cylinder.
From the cylinder volume ratios we calculated the 2-D area
ratios.

In the fully modeled skin in Fig. 3, we assume the medium
above the epidermis has an n of 1.33. In practice, an index-
matching gel is used with approximately the same index. Ad-
ditional structures were not included in the dermis at this time
because we are currently interested in imaging near the DE
junction. In the computational area in Fig. 3, the Ez is perpen-
dicular to the plane, the Hy component points down along the

ordinate, and Hx is toward the right along the abscissa. Then,
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his computational area was used in the FDTD script to com-

ig. 2 Computational areas for each simulation case �all figures use t
flat junction �n=1.37�; �c� a bead and a sinusoidal junction �n=1.3
ucleus �n=1.39�, cytoplasm �n=1.37�, and intercellular fluid �n=1.3
s �e� but including melanin �n=1.7�.
ute the Ez, Hx, and Hy fields.

ournal of Biomedical Optics 064020-
To mimic the scanning process of the theta line-scanning

e color bar�: �a� a bead �n=1.47� in water �n=1.33�; �b� a bead and
a bead in the dermis �n=1.4�, with the epidermis above made up of
he same as �d� but including mitochondria �n=1.42�; and �f� the same
he sam
7�; �d�
4�; �e� t
microscope a variety of different focal locations were simu-
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ated. The computational area of Fig. 2�f� was used for this
xperiment. Working at a depth of 45 �m, 21 focal locations
ere chosen. Each focal location was 4 �m from its neigh-
or. These 21 focal locations approximate the scanning path
f the theta line-scanning microscope. To simulate each focal
ocation, the computational area is shifted to the left by 4 �m

ig. 3 Index of refraction �n� map of the total computational area used
n the simulation. This is a general skin model that was used in the
odel. The epidermis is the top layer and the dermis is the bottom

ayer. The color bar shows n for the various elements in the model, the
axis corresponds to the depth in the skin model, and the x axis

orresponds to the width of the skin model. The incoming Gaussian
lane wave �dark straight dotted lines� and the focusing by the left
alf-aperture objective lens is modeled by the excitation function. The
eft-hand light gray triangle represents the general transmission path of
he Gaussian beam, while the right-hand dark gray triangle represents
he general path taken to the receiver. The focusing of the received
cattered light �wavy light gray dashed lines� to the image plane is
one by the Fresnel-Kirchhoff. The Fresnel-Kirchhoff propagates this

ight to the focal plane through a uniform medium, thus simulating the
ocusing to the pupil plain by the right half-aperture objective lens.
Fig. 4 How the n map is shifted to the left. The n map that fills in the gap f

ournal of Biomedical Optics 064020-
and the gap on the right side is filled with more cells, such
that there are no discontinuities. With the gap filled, a new
bead is placed at the focal location that is to be sampled,
4 �m from the last bead, and the simulation is run again. The
shifting process is illustrated in Fig. 4.

2.2 Experiments Performed
Two computational experiments were conducted with this
model. The first uses a spherical bead with an index of refrac-
tion of 1.48 and a radius of 0.8 �m in a uniform medium of
water with an n of 1.33. With the focus location held fixed,
the bead was moved to various locations in the medium to
simulate the scanning effects of the microscope. The second
experiment involved shifting a high-fidelity skin model 21
times to examine variations in the signal and clutter intensi-
ties.

2.3 FDTD
The upper edge of the computational area is considered the
pupil of the microscope. The pupil is split, with the source on
the left and the detector optics on the right. The model uses
the FDTD algorithm to simulate light from the source on the
left half of the pupil to the target bead and back to the receiver
pupil on the right half of the pupil. The light source in the
theta line-scanning microscope is modeled as a converging
spherical Gaussian wave, traveling from the left half of the
upper boundary of the computational area into the skin, as
seen in Fig. 3. The excitation source has a peak amplitude of
1 V /m in the z direction and a width of 34.31 �m, or 33% of
the width of the computational area. The amplitude of the
source is

Ez�x,y0� = R� ferf�t�exp�i�t�

�exp�−
x − �Xmax/4�
�2Xmax/6� 	2

�exp
ik� f2 + �x −
Xmax

2
�2	1/2

− f�� . �2�

To prevent transient artifacts, the amplitude of Eq. �2� is
modulated by the ramp function18
rom the shift to the left is done such that there is no discontinuities.
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ferf�t� =
1

2�1 + erf� t − t0

T�2
�	 . �3�

n Eq. �2�, x is the location in the lateral direction in the pupil
lane; y0 is the vertical location of the pupil; t is the current
ime; the angular frequency � is 2.69 peta-radians per second,
hich corresponds to a vacuum wavelength of 700 nm; Xmax

s 102.94 �m, which represents the farthest location laterally
n the computational area; k is the wave number; and f is the
ocal length of the Gaussian wave. In Eq. �3�, t0 is 4.58 fs and
quals the time when the error function �erf� is at the inflec-
ion point, and the rise time T has a value of 0.408 fs. Using
he ramp function �Eq. �3��, the simulation reaches steady
tate sooner than it would if it was required to wait for the
tarting transient to decay. The Gaussian is defined only in the
eft half of the pupil. The location of the source and receiver is
11 nm from the top of the computational area.

The FDTD algorithm was developed by Yee as a numerical
olution to the time-dependent Maxwell’s equations.19 Yee’s
DTD can be used to solve most generic wave propagation
roblems in three dimensions. This work does not use the full
-D FDTD solution to Maxwell’s equations, but rather, the
impler 2-D FDTD solution. The simulation models the 2-D
Mz mode wave propagation using the discretized forms of

he following lossless curl equations:

� �Hy

�x
−

�Hx

�y
� = �

�Ez

�t
, �4�

� �Ez

�y
� = − �

�Hx

�t
, �5�

�−
�Ez

�x
� = − �

�Hy

�t
, �6�

hich are, respectively,

Ez
m+1�i, j� = Ez

m�i, j� +
�t

��i, j��
� �Hy

m+1/2�i +
1

2
, j�

− Hy
m+1/2�i −

1

2
, j� + Hx

m+1/2�i, j −
1

2
�

− Hx
m+1/2�i, j +

1

2
�	 , �7�

Hx
m+1/2�i, j +

1

2
� = Hx

m−1/2�i, j +
1

2
�

−
�t

��
�Ez

m�i, j + 1� − Ez
m�i, j�� , �8�

Hy
m+1/2�i +

1

2
, j� = Hy

m−1/2�i +
1

2
, j�

+
�t

��
�Ez

m�i + 1, j� − Ez
m�i, j�� , �9�
here � is the permittivity of the medium, and � is the per-
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meability of the medium. In Eqs. �7�–�9�, m is the time step
index, �i and j� are the coordinates in the computational area,
�t is the temporal step size, and � is the spatial step size. For
the FDTD to remain stable, two conditions must be met. First
the Courant condition must be satisfied such that

�t �
�

�2�c0/nmin�
, �10�

where �t is the temporal step size; � is the spatial step size;
the �2 comes from the number of dimensions used in the
simulation; c0 is the speed of light in free space; and nmin is
the minimum index of refraction, 1.33, which gives the small-
est time step.20,21 The second condition for stability in the
FDTD is that the spatial step size must be less than the wave-
length �, generally by a factor of 10, leading to

� =
�

nmax10
= 41.17 nm, �11�

where nmax is 1.7, the highest value in the computational area;
and � is the free-space wavelength, 700 nm �Ref. 21�. Thus,
Eq. �10� becomes

�t �
�

10�2c0�nmax/nmin�
= 0.129 fs. �12�

In this paper, we use a �t of 0.08177 fs �Refs. 22 and 23�.
Depending on the source location, this simulation used either
a perfectly matched layer �PML� or a Mür first-order absorb-
ing boundary condition22,24,25 �ABC�. When the excitation
source was within 411 nm of the absorbing boundary �AB�,
the Mür first-order ABC was used instead of the PML, as a
PML is not designed to handle24 sources close to the AB.

2.4 Fresnel-Kirchhoff Integral

When the received backscattered light travels through a lens
to the image plane, the diffraction pattern must be calculated
using the Fresnel-Kirchhoff integral. Because the Fresnel-
Kirchhoff integral uses a complex field, the time domain �TD�
signal from the FDTD simulation was converted to a fre-
quency domain �FD� signal. During the simulation’s last time
period near steady state, the Ez electromagnetic field in the
pupil plane was converted using the Fourier transform to ob-
tain the FD signal data. The FD signal data were then propa-
gated backward through a uniform, isotropic medium to the
image plane. Because the pinhole is conjugate to the transmit-
ter focal point, propagating the wave backward is mathemati-
cally identical to propagating the wave through a lens and
focusing it onto a pinhole, as shown in Fig. 3. The diameter of
the pinhole used in the simulation was determined by dividing
the diameter of the physical pinhole by the magnification M
of the microscope. For example the theta line-scanning micro-
scope has a M of 6�, so a 50-�m pinhole has an 8.33-�m
image at the sample compared to the ideal Airy disk diameter
of 1.154 �m. The irradiance at the pinhole was computed and
plotted to show the effects of propagation through the
medium.
The Fresnel-Kirchhoff integral in two dimensions,

November/December 2007 � Vol. 12�6�5
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E�x� =
2ki

4	



pupil

Ez�x�eikr dx , �13�

as used on the backward propagated field to compute the
eld at the image plane, where r is

r = ��x − xp�2 + f2�1/2. �14�

he variable f is the focal length, as in Eq. �2�; xp is the
ocation in the pinhole; and x is the location in the Ez array in
he pupil. Integrating Eq. �13� using Simpson’s rule yields

E�x� �
2ki

4	
�
q=1

m

Ez��

3
�sq−1 + sq + sq+1�	 , �15�

o produce the field at the pinhole, where s is

sq = exp�ik��x�q� − xp�2 + f2�1/2� . �16�

ere x is the location in the Ez array in the pupil, as in Eq.
14�. To generate the diffraction pattern at the image plane,
q. �15� is applied to each location xp. The squared absolute
alue of the result from Eq. �15� is the irradiance. Numeri-
ally integrating over all points subtended by the pinhole re-
ults in the detected power for a specific pinhole size.

.5 Imaging Performance Measure

n the simulation presented here, the signal Sp is defined as
he detected power when there is a bead at the focal point, and
he clutter CP as that when there is no bead at the focal point.
s CP arises from scatterers within the medium, the clutter is
ot the same as noise. Noise is defined in experimental sys-
ems as the variation in power measured when the source is
urned off, and determines the detection statistics. There are
hree causes of noise in a conventional microscope: electronic
oise, quantum noise, and background noise. The limiting fac-
or in confocal microscopes is either the electronic noise or
uantum noise.26

Computational noise is defined in this paper as the power
hat is detected with a uniform computational area having an

of 1.33. This noise determines the lower limit of the simu-
ation’s detection range.

The signal-to-clutter ratio �SCRP� is defined as

SCRp =
SP − CP

CP
, �17�

here SP is received signal power for a specific pinhole di-
meter, and CP is the received clutter power signal for a spe-
ific pinhole diameter. Note that SP includes the contribution
rom clutter CP, but through coherent addition, so the numera-
or in Eq. �17� can be negative if the bead signal is small and
ut of phase with the clutter. Equation �17� calculates just the
atio between the received signal power excluding clutter and
he clutter. Figure 5 shows the signal and clutter power at the
inhole as functions of the pinhole size for the configuration
n Fig. 2�e�. In general, both the signal and the clutter increase
s the pinhole size increases. In this particular example, the
ignal is always sufficient to produce a result greater than the

lutter.
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3 Results
Results from the two computational experiments are dis-
cussed in detail here. The first set of experiments examined
the received signal from a single bead in various media. The
second set of experiments involved scanning the bead through
the focus of the beam.

3.1 Scattering from a Bead
For the first experiment, the computational area of the simu-
lation is similar to Fig. 2�a�. The bead started at a base depth
of 45 �m. Then, the bead was moved in 0.206 �m steps with
maximum distances of +2.47 and −1.64 �m from 45 �m,
along the ordinate axis, and a maximum distance of
±1.23 �m from the center of the computational area along
the abscissa. Much larger steps would have produced insuffi-
cient detail and smaller ones would require excess amounts of
computational time. The power magnitude SP was plotted in
two dimensions as a function of the bead’s center location, as
seen in Fig. 6. Figure 6 illustrates a distinctive feature of the
theta configuration: two asymmetric peaks. In a common-
aperture confocal microscope, if the wavefront is not dis-
torted, the greatest signal is expected when the wavefront of
the incident wave matches the surface of the bead, i.e., the
microscope is focused at the center of the bead. The reflected
waves appear to originate from a point at the center of the
bead and, therefore, pass through the pinhole conjugate to the
laser source. If the bead is moved to any other position, the
reflected wave is not matched to the incident wave, and the
light is spread over a wider area in the pinhole plane, resulting
in a reduced signal. Thus, there is one maximum, when the
microscope is focused at the center of the bead. Figure 6
shows two received power signal peaks, one when the bead is
at a shallower depth in the computational area, so that the
microscope is focused at the bottom of the bead, and one
when the bead is deeper, so that the focus is at the top of the
bead. The received signal power peaks at the top and bottom

Fig. 5 Signal �solid line� and clutter �dashed line� as a function of the
pinhole. The circle represents the diameter of the Airy disk. The tri-
angle represents 10 times the Airy disk diameter. The X axis was mul-
tiplied by the magnification factor M to enable better comparisons
between simulation and real data.
because the surface of the bead is normal to the bisector of the
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ransmitter and receiver. The resulting received signal power
eaks come from the strong specular reflection at the surfaces
f the bead. The specular reflection from the bottom of the
ead is more intense due to focusing by its curved shape and
dditional focusing caused by the index mismatch at the con-
ex interface at the top. Figure 6 also indicates that the de-
ected power increases as the pinhole slit width increases, but
he resolution becomes worse. The worsening of the resolu-
ion is related to the diameter of the pinhole and the width of
he Gaussian beam.27 Generally, the pinhole is a few times
arger than the transmitted Gaussian beam so that the detector
eceives enough light to produce sufficient signal. The unin-
ended result of having a pinhole larger than the transmitted
aussian beam is that the axial resolution is much worse than
redicted by diffraction theory. While the transverse resolu-
ion is primarily determined by the Gaussian beam, the axial
esolution is also determined by the pinhole. This is seen in
ig. 6. As the pinhole diameter is increased, the transverse
esolution does not decay nearly as rapidly as the axial reso-
ution. In particular, the optical axial sectioning decreases

uch faster than the lateral resolution. The simulation data for
he optical axial sectioning agrees with a similar experiment
erformed with the theta line-scanning microscope using a
irror to determine the optical axial sectioning.4

.2 Skin Simulations
he computational area of the simulation initially contained a
ole bead in a homogeneous medium, �Fig. 2�a��. To under-
tand which skin components created the lowest SCRP, skin
omponents were added to the computational area, increasing
n complexity, until the full skin model was formed, as in Fig.
�f�. As each additional component was added to the compu-
ational area, there was an associated drop in the SCRP, as
hown in Fig. 7. In all of these examples, with one exception,
or mitochondria, the SP was higher than CP. Figure 5 plots
he CP and SP separately for the mitochondria test case. This
gure shows SP greater than CP and confirms that the SP was
qual to or lower than the CP for pinhole widths near 50 �m.
hese results are specific to the particular configuration of the

ig. 6 Plot of power detected for 1-, 5-, and 10-�m pinholes. Distance
inhole diameters are approximately 6, 30, and 60 �m.
issue and location of the focus.

ournal of Biomedical Optics 064020-
To explore the range of variations, the shifting algorithm
described in Sec. 2.1 and illustrated in Fig. 4 was imple-
mented to mimic the scanning effect of the theta line-scanning
microscope. Figure 8 shows the SCRP as a function of pin-
hole diameter for all 21 focal locations. Each curve is differ-
ent from the others, as a result of the different media along the
path of propagation. Note that in some cases, the SCRP is
negative for most of the pinhole’s diameters. The negative
value indicates either that the field from the bead adds de-
structively to the clutter or the signal from the bead has been
moved beyond the diameter of the pinhole. In such cases, the
signal from that focal location cannot be detected. In other

meters, power is in watts. Equivalent theta line-scanning microscope

Fig. 7 Plot of the SCR for the bead and for all cases. From the plot it is
clear that the bead has the best SCR, while the cell, nucleus, mito-
chondria, and melanin have the worst SCR. It is of interest that the flat
junction has a worse SCR than the sinusoidal junction. This is caused
by the angle of incidence for the wave on each type of junction,
where the angle of incidence is closer to zero for the sinusoidal junc-
tion than for the flat junction. This was prove by adding 	 /2 to the
equation that generates the sinusoidal junction �not shown�. The
curve labeled “Adding mitochondria” included cell, nucleus, and mi-
tochondria. The X axis was multiplied by the magnification factor M
and thus represents the pinhole used at the detector to enable a better
s are in
comparison between simulation and real data.
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ases, the signal from the bead is detected when the diameter
f the pinhole is increased. Examining the specific case of a
0-�m pinhole �shown in Fig. 9� we see there are 10 loca-
ions where the SCRP falls below zero. If the paths traveled
rom source to the bead to the receiver contains large-scale
eterogeneous objects, then the irradiance peak is generally
arrow but shifted in the pinhole plane. In these cases, a larger
inhole width enables this shifted peak to be captured, raising
he SCRP. If the path contains many small-scale objects, such
s the melanin in this model, then the irradiance peak is gen-
rally broad, and changing the width of the pinhole in the

ig. 8 Plot of the signal power to clutter power ratios for all pinhole
izes. For some pinhole sizes in some iterations, a larger pinhole will
ork better than a smaller pinhole. The X axis was multiplied by the
agnification factor M to enable a better comparison between simu-

ation and real data.

ig. 10 Plot of the irradiance at the pinhole for �left� all cases and �rig

he X axis zero is located at the center of the pinhole.

ournal of Biomedical Optics 064020-
simulation does not always cause the SCRP to increase. The
effect of the melanin on the irradiance peak at the detector is
shown in Fig. 10, where the irradiance peak is much broader.
This results in a drop in the SCRP from the melanin, as shown
in Fig. 7. Because of range of scales of the heterogeneities,
the optimal pinhole size fluctuates widely, as we can see in
Fig. 8.

4 Conclusion
Understanding the propagation of light through skin and the
effects of propagation on imaging with the theta line-scanning

Fig. 9 Plot of power as a SCR for a 10-�m pinhole over 21 iterations.
The gray line is where zero is located. The 10 �m was multiplied by
the magnification factor M to enable a better comparison between
simulation and real data.

case but the skin irradiance to enable expansion of the vertical scale.
ht� all
November/December 2007 � Vol. 12�6�8
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icroscope is important to optimizing and using this technol-
gy. A 2-D FDTD simulation was used to study the propaga-
ion, as well as the imaging properties of the theta line-
canning microscope. The simulation yielded two significant
esults. One is that the scattering from a sole bead in a homo-
eneous medium results in power peaks at the top and bottom,
s the bead is moved in and out of the focal point. The second
as that the theta line-scanning configuration introduces extra
uctuations in signals because of the lack of a common path
or incident and detected light. Extra fluctuations also came
rom the inclusion of melanin in the model. To some extent
he effect of these fluctuations can be reduced by judicious
hoice of pinhole size, but they still result in regions where
he signal falls below the clutter. The lower-than-expected de-
ected signals as compared to expatiations can also be attrib-
ted to the low contrast of the bead. Increasing the index of
efraction of the bead with reference to the background would
ave resulted in a stronger SP signal, and brought the simula-
ion’s results closer to those images obtained by Dwyer et al.,
ut the higher index would require a smaller computational
patial step size and increase computational time.4

This high-fidelity 2-D model will also be useful for func-
ional optimization of the theta line-scanning microscope,
tudies of adaptive optics in skin imaging, analysis of the
peckle problem in reflectance confocal microscopes, and de-
ermining the signatures of different components of normal
nd diseased skin. Future work includes the incorporation of
he measured index of refraction of real skin samples, the
ddition of more realistic features in the dermis, and studies
f reflectance confocal microscopes at different wavelengths.
dditional future work will also include simulation of a com-
on aperture confocal microscope and comparing those re-

ults with the work presented here.
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