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ensuring robust discrimination and efficient tracking of the desired target.
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for a challenging application such as underwater mine detection and
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1 Introduction

Correlation is a robust and efficient pattern recognition tech-
nique, which was widely studied in the literature." Correla-
tion based discrimination measures the degree of similarity
between a target image (unknown image to be recognized)
and a reference image (belonging to a known database). Two
families of optical architectures are used by most researchers
to implement the correlation technique which are the Vander-
Lugt correlator (VLC),” and the joint transform correlator
(JTC).? Unlike the JTC, VLCs require the implementation
of a complex-valued filter. The optical implementation of
the JTC architecture does not need to align the optical
setup, especially in the Fourier domain between the filter
and the image target spectrum (VLC). Moreover, the refer-
ence images can be updated in near real time.

In this paper, we utilized the JTC-based correlation archi-
tecture to realize a near real-time face tracking system. The
proposed system must be robust to changes in in-plane rota-
tion of the target, while ensuring accurate discrimination
between multiple targets. The main objective, of this paper,
is to accurately recognize and track the desired target, such as
the face of person in a given scene or to recognize under-
water mines from video sequences.

To enhance the performance of the proposed tracking
system, we used an optimized version of the JTC architec-
ture, namely the fringe-adjusted JTC (FJTC).* This fringe-
adjusted JTC provides excellent correlation discrimination,
but the robustness of FITC may not be sufficient for some
applications. Consequently, we added a nonlinearity func-
tion to the fringe-adjusted JTC architecture to enhance the
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robustness and discrimination capability. In addition, special
attention is given to generate an optimized correlation output
by applying a decision criterion in the correlation plane. The
peak to correlation energy (PCE) criterion is not very suita-
ble for automatic decision making.>® The presence of auto-
correlation peak, and the presence of two correlation peaks,
can perturb the decision criterion. To address this limitation,
we used an adaptive FITC architecture to suppress the zero-
order autocorrelation peak. Since the correlation

plane is symmetric, we work on one half of the correlation
plane and
modify the criterion to obtain values included in the interval
[0 1]. Test results are presented to verify the effectiveness of
the proposed technique.

2 Analysis

The JTC technique is one of the most widely used correlation
methods reported in the literature.! This technique has been
adapted and used in many recognition and/or tracking appli-
cations.'™’® In this work, we have used this JTC method
for a very the demanding application of underwater mines
recognition. The underwater mines recognition application
requires an adaptive JTC method to overcome the various
problems caused by the specific conditions of underwater
imaging. We begin this section by reviewing the principles
of several main JTC architectures. The principle of the JTC
correlation architecture has been described in detail in the
literature.'™7# In the classical JTC, the known reference
image, r, and the unknown input scene, i, (image to be recog-
nized) are displayed side-by-side in the input plane of the
correlator, which are separated by a distance, 2x, along the
x-axis between the target image and the reference image, to
form the input joint image, expressed as
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flxy) = i(x +x0.y) + r(x = x0, ). ()
After applying Fourier transform to Eq. (1) such as the input
plane, we can record the intensity or the joint power spec-
trum (JPS), F, using a square law device such as a CCD
detector array. In a classical JTC, an inverse Fourier trans-
form of the JPS yields the correlation output in the output
plane.’ This correlation output contains two important terms
which are a central autocorrelation peak, and two cross-
correlation peaks corresponding to the crosscorrelation be-
tween the unknown input scene, i, and the known reference
image, r. These two cross-correlation peaks are located on
either side of the central zero-order peak separated by a
distance, 4x.

The classical JTC provides broad correlation peaks and
strong side lobes which can complicate the decision making.
Several JTC architectures have been developed to solve this
problem such as the binary JTC, nonzero-order JTC, and
fringe-adjusted JTC.*" In a binary JTC,” the JPS is binar-
ized using a suitable threshold before applying the inverse
Fourier transform step. The binarized JPS is defined as

+1
-1

if F(u,9) > threshold

if F(u,9) < threshold’ @)

Foinary (1, 9) = {

This architecture provides narrow correlation peaks. How-
ever, it is sensitive to noise, rotation and scale variations of
the target, and the impact of other artifacts. Moreover, the
binarization step requires on-line processing. Another inter-
esting JTC architecture is the nonlinear JTC where a non-
linear threshold is applied to the JPS before applying the
inverse Fourier transform to yield the correlation output,
expressed as:?
F NL — F k. (3)
In Eq. (3), the user sets the value of k depending on the appli-
cation. If & is set to 1, we obtain the classical JTC. The non-
linear JTC provides superior discrimination compared to the
classical JTC. It is more efficient when the value of k is lower
than 0.5.'!

The last optimization we present, herein, is based on the
fringe-adjusted JTC. Alam et al.*'®!! proposed to introduce
areal-valued filter, called fringe-adjusted filter (Hgar), in the
Fourier plane of the correlator, defined as:

B(u,9)
1. 9) + |R(u, 9)

HFAF(ﬂ719) :A( 27 (4)

where R, denotes the intensity corresponding to the Fourier
transform of the known reference image, B, is a constant or a
function used to control the gain, and, A, is a function used
for avoiding the pole problem and/or reducing the effects of
noise. The FITC is a very efficient architecture, very simple
to implement and very convenient for many applications,
especially when the noise and background are known or
can be estimated. Moreover, many optimized versions of
this architecture are proposed and validated.! However,
the FJTC architecture, based on spectral filtering, makes it
very sensitive to noise changes which are a very common
problem in underwater images. Examples of noise in under-
water images are presented in Fig. 1. Thus, to overcome this
problem and to make an efficient architecture, we need to
update the noise function used in the spectral filter for
each image, which may become a bottleneck for real-time
applications. Thus, it is necessary to make optimizations
to obtain a method such that it is less sensitive to noise
encountered in underwater imagery. To achieve this objec-
tive, we introduced a special image preprocessing step
and added nonlinearity to the JTC architecture to make it
more robust, while ensuring excellent discrimination.
Another class of architecture, called the multi object JTC or
nonzero-order JTC, has been found to be very useful for
enhancing the correlation discrimination.”!! In this architec-
ture, the reference-only and the input-scene-only power spec-
tra are subtracted from the JPS in the Fourier domain, given by:

|Fxz(ps )P = [F(u, 9))> = [R(u, 9)* = [1(u. 9)[?
= [R(u, )] = |I(u, 9)?
+ 2|R(p. |11 (. 9| cos(epi(u, 9) — ¢, (. 9)
+2uxo)| = [R(u, 9)* + |1 (p, 9)[?

= 2[R(u. 9)|[1(n. 9)|| cos(¢bi (. 9)

— ¢, (1. 9) + 2uxo)|, ®)
where [ represents the input-scene-only power spectrum. In
this technique, the zero-order term and the autocorrelation
term, among similar input scene targets or nontarget objects,
are automatically eliminated while leaving the desired cross-
correlation peaks in the output plane.

In this paper, we propose and validate a nonzero-order
fringe-adjusted JTC architecture (NFJTC) to ensure robust
discrimination while simplifying the decision making. It
may be mentioned, that the nonlinearity increases the robust-
ness of the JTC architecture. Thus, we applied a special

(b)

(©)

Fig. 1 Grayscale images representing three studied targets that come from underwater videos: a spherical mine (a), a cylindrical mine (b) and a

Manta mine (c).
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nonlinear function to the NFJTC to increase the robustness
of the architecture.

To investigate the performance of the proposed technique,
let us consider two practical applications. The first applica-
tion involves recognizing and tracking a human face that
changes according to different rotation angles. The system
proposed, in this paper, allows robust tracking and discrimi-
nation of a face turning in different rotation angles rang-
ing from —90 deg to +90 deg. Facial images contain
information as well as noise. In general, the noise is
known, and is quite similar, from one image to another in
the sequence. Once our system is validated, we applied it
for underwater mine detection and recognition.'> The main
problem, in this application, is the poor visibility which
can limit the visibility to only a few meters or less in turbid
waters.

3 Challenges of Underwater Imaging

A generic underwater image formation model is shown in
Fig. 2.1 In Fig. 2, light source (1) transmits light (2) towards
the object (6). On the trajectory to and from the object, light
is intercepted by undesired underwater particles (3), and light
rays (2), (5), (7) and (9) become exponentially dimmer due to
direct attenuation. Part of the light is also reflected towards
the camera by medium (3), resulting in the backscattered
component (4), which corresponds to the image of the
water volume. Finally, some light is slightly deviated by
medium (3) on its way back to the camera, resulting in
the forward scattered component (8) which adds blurring
to the image. Underwater images are very noisy images.
Moreover, for underwater imaging, this noise changes
from one image to another. This limits the efficiency of
image recording medium and requires a noise model to
reduce its impact. Detection and recognition can be signifi-
cantly perturbed by this noise component.

To address this challenge, we introduced a three-stage
preprocessing step as shown in Fig. 3. The first stage
removes the moiré effect which is generated due to the
use of analog cameras. It is modeled by a sine function fol-
lowing the procedure outlined in Ref. 14. Weak contrast
often reduces the efficiency of recognition methods. In
order to improve the underwater image contrast, we adapted
the preprocessing technique presented in Ref. 15. The overall
algorithm involved in the implementation of the second stage
is summarized in Fig. 4. The output image with enhanced
contrast is calculated as:

o s @

(©)

6]

Fig. 2 Diagram explaining the light propagation in an underwater
medium.
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Fig. 3 Preprocessing steps to improve image quality.

Iipls +I—d
=——* (6)
Iip +7-

Iip

where I;p, represents the original image filtered with a
FGaussian low-pass filter, /; represents the result of the sub-
traction of the /; p from the original image, and /, represents
the result of the division of the original image by I p. Details
of this algorithm can be found in Ref. 15. Finally, in the third
stage, we calculate the phase image and we reduce noise with
a band pass filter created with a Gaussian wavelet as depicted
in Fig. 5.1

4 Analytical Modeling

To investigate the robustness of the proposed technique, we
selected several existing algorithms and compared their per-
formance by using three images as shown in Figs. 6 to 8. The
first two images came from one video sequence acquired by
a diver and represents an upside down Manta mine (MN
103). These two image frames are closely located in the
video (8 frames apart) where the mine-like characteristic
did not change significantly. These two images were used
to test the robustness of the proposed and alternate architec-
tures. Since these two images were shot within a small time-
frame and are similar, so the output of the filter should also
be similar. The discrimination of our system is tested by
applying JTC architectures on a mine image and the Lena
image as shown in Fig. 8.

At first, we compared the classical JTC and the nonzero-
order JTC on the manta mine image as shown in Fig. 6. We
used image frame 1082 of the test video as the reference
image and as the target image and the results are shown
in Fig. 9. From Fig. 9, it is evident that the suppression
of the autocorrelation peak simplifies the decision making.
Moreover, this suppression reduces the effect of noise in
the correlation plane.

Next, we investigated the performance of the nonzero-
order JTC for the above mentioned images as shown in
Figs. 6 to 8. We used PCE as the decision criterion in the
nonzero-order JTC correlation plane, defined as:’

September 2012/Vol. 51(9)
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equalization

Video i Image filtered by a Gaussian
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Fig. 4 Image enhancement algorithm.'®

X=xo+1
xX=Xxo—t

Yy=Yo+t
Yy=yo—1

Clx. )17
Sy o [Cly)P

PCE = @)

where (xp,yp) denote the position of the correlation
peak, C(x,y) denotes the value of the correlation plane
at point (x,y), ¢ is set to the number of neighboring
pixels used, and (N, M) denote the size (in pixels) of the
correlation plane. The corresponding results are shown in
Fig. 10.

Figure 9 shows that the nonzero-order JTC architecture
yields helpful results for decision making. Figure 10
shows that the fringe adjusted JTC architecture observes
these constraints on PCE values better than the binary

JTC architecture. The nonlinear JTC architecture is a robust
one, such that, PCE values are close between Figs. 9 and 10
as shown in the left columns. However, it does not provide
robust discrimination as shown in Fig. 10. PCE values are
close for the cases of (i) two mines on the left, and (ii)
one mine and the Lena.

In this paper, our idea is to combine the attractive features,
of fringe-adjusted JTC and nonlinear JTC, in order to obtain
a robust architecture for correlation discrimination. In the
proposed architecture, called nonlinear fringe-adjusted
JTC (NNJTC), the JPS is modified to obtain the nonlinear
fringe-adjusted JPS. The mathematical steps needed to
obtain this nonlinear fringe-adjusted JPS are summarized
in Eq. (8):

(a)

Optical Engineering

(b)

Fig. 5 Initial image, phase image, phase and wavelet image.
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ROLL FITCH DERTH HEaD TWI TILT ALTI
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MASTER

Fig. 6 Manta mine, image no. 1082.

ROLL FPITCH DEFPTH HEAD TWI TILT ALTI
8 8 812 1 186 i 64 B2 .8

Fig. 7 Manta mine, image no. 1090.

i(x +x0. ) + r(x — xo. y)FF(u, 9)
[1(u, 9)| exp(¢i(u. 9)) exp(juxo) + ...
+ |R(u. 9)| exp(¢p,(u. 9)) exp(—juxo) G(u. 9)
= [F(u, ) = |I(u. 9] + [R(u, 9)I?
+ 2/1(u, )[R (. 9)| cos(pi (. 9) ...
= ¢r(u,9) + 2uxp) | Frz(p. 9)
= 2{I(u. 9)[|R(u. 9)|| cos(gp(u. 9) — (. 9)
+ 2uxy)|G1(u, 9)
= Fnz * Hrap(n, 9)G1(u, 9)

_F B(u. 9)
N A(u,9) + [R(u, 9)

= (G1(u, 9))*, (8)

flx,y) =

B Gn—raF (- 9)

where G, represents the classical JPS, Fyy represents non-
zero JPS, Hyar represents the FAF filter, G1 is the nonzero-
order fringe-adjusted JPS, Gnn_rar 18 the nonlinear and the
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Fig. 8 Lena.

nonzero-order fringe-adjusted JPS and k denotes the degree
of nonlinearity. The value of k has been selected, after several
tests, to provide the best compromise between robustness
and discrimination. Before applying the NNJTC, we inves-
tigated the performance of the binary JTC and fringe-
adjusted JTC for underwater images discussed in the pre-
vious section.

5 Binary JTC and Fringe-Adjusted JTC
Performance Comparison

To compare the performance of nonzero-order binary JTC
and the nonzero-order fringe-adjusted JTC, we consider
the Lena image, Fig. 8, as the known reference image as
well as the unknown target image, which is a scenario of
perfect match between the reference and the target. To
mimic the effects of underwater imaging, we modified the
target image with underwater-like noise. At first, we added
blur as if the image is perturbed by forward scattered light.
Then we added nonuniform luminosity, which is a problem
when the underwater robot uses artificial light. The next
step was to combine the effects of blur and nonuniform
light into the final target image. For the last test, we manually
removed the background of the reference image. The target
image is the Lena image corrupted with blur and nonuni-
form light.

The correlation output results are presented in Table 1. It
is evident that the nonzero-order, fringe-adjusted JTC yields
better results compared to the binary JTC. The FITC is
robust against different type of noise, such as underwater
noise depicted in Table 1. According to these results and
for underwater videos, the FITC can provide better results
compared to the binary JTC.

6 Test Results

6.1 Face Recognition

At first, we applied the fringe-adjusted JTC for face recogni-
tion and tracking application. The objective is to detect and
track a person via face recognition in a video sequence as
shown in Fig. 11. Figure 12 presents the results obtained
with fringe-adjusted JTC where only one reference image
is used to construct the fringe-adjusted filter Hgap. It should
be noted that the face of the subject shown in Fig. 11 without
rotation. The reference image is introduced on one side of the
input plane. The background is defined as information out-
side a square around the face in the reference image consid-
ered. Then we display the target image on the other side of

September 2012/Vol. 51(9)
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Fig.9 Comparison of JTCs with zero order (left column) and nonzero JTCs (right column). (a) and (b): classical JTC. (c) and (d): binary JTC. (e) and

(f): nonlinear JTC. (g) and (h): fringe adjusted JTC.
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Fig. 10 Results of the robustness and the discrimination tests. Left column: comparison of the 2 mine images. Right column: comparison of the
mine image and Lena image. (a) and (b): classical JTC. (c) and (d): binary JTC. (e) and (f): nonlinear JTC. (g) and (h): fringe adjusted JTC.
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Table 1 Comparison of the binary JTC and the fringe adjusted JTC on images with underwater noises. a: Lena-Lena. b: Lena-blurred Lena.
c: Lena-Lena with non uniform light. d: Lena-Lena with blurred and nonuniform light. e: Modified Lena- Lena with blurred and nonuniform light.
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Table 1 (Continued).

Reference and target images

Correlation plane, binary JTC

Correlation plane, fringe adjusted JTC

ref im*disk de diamétre 5
0.14

binary JTC

fringe adjusted JTC
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Fig. 11 Examples of facial rotation (-90 deg to +90 deg). Subject number (1), Base PHPID.'®

the input plane. The target faces are obtained from the data-
base presented in Fig. 11, one at a time starting from
—90 deg to +90 deg in a sequential manner.'®

We initialize the system with a known reference image,
such as the subject’s face (number 1), to be tracked so
that initial position of subject’s face is known. By comparing
this reference face with the target image, we ascertain the
presence or absence of the subject (number 1) in the target
image and the position of the subject’s face in the target
image. Thereafter, only the information around the position
of the face is selected in this target image. To achieve this, we
multiply the target image, with a filter equal to 1, around the
position of the face found and O elsewhere. Afterwards, we
introduce the preprocessed image as the reference image in
the fringe-adjusted JTC input plane. Then a new target
image, subject number 2, is introduced in the input plane
and the process is repeated until all images from the database
are processed. After various tests performed by using this
algorithm, we have identified a tolerance rotation angle
equal to 15 deg between the target image and reference
image in which the correlation remains robust. Beyond
this value between the reference and target images, the cor-
relation becomes less robust and may lose track of the sub-
ject’s face. With a tolerance angle equal to 15 deg, the
tracking problem of a person, with in-plane rotation between
—90and +90 deg, consists of correlating 13 pairs of images:
(=90,-75),(=75,60),...,(=15,-0),(0,4+15)...(+60,+75),
and (475, +90).

The tracking results of subject number (1) are shown in
Fig. 12 (blue curve). The PCE criterion was used for decision
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making in the correlation plane.’ Figure 12 also shows the
results when subject number 2, such as an undesirable sub-
ject present in the input scene (false alarm: red curve). The
results, depicted in Fig. 12, show that the proposed fringe-
adjusted JTC yields good results. However, for some cases,
the values of the two cases are too close for making a robust
system. A robust system is a system where the values of

%10
8 T T T T T T
? - .
—+— subject 1 &
6 —*—suhject2r§‘ i
5 - -
Sl -
a
3 - .
2 - .
1 - .
P A A
- -»* ™~ - -*
0 -?__4‘ I * I ! -f__k I
0 2 4 6 8 10 12 14

images
Fig. 12 Results obtained with a FA-JTC using only one reference

image position without any rotation in the Hgap Filter to define the
background noise.
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recognition are close to 1. A discriminated system is a system
where the false alarms are close to 0, with significant differ-
ence between true and false alarms.

To optimize the performance of the fringe-adjusted JTC
system, we propose to utilize an adaptive fringe-adjusted fil-
ter (Hgap) in the Fourier plane.'” In this technique, the back-
ground noise is calculated for each reference. For this
purpose and after finding the position of head in the target
image at time f,, we multiply the target image with a filter
that has a value of 0 around the position of the face and 1
elsewhere. One can also replace the 0 value with the average
of the values around the O value zone.

The target image obtained at time, #;, becomes the refer-
ence image at time, #;, in the proposed tracking system.
Thereafter, we introduce the preprocessed image as the back-
ground noise in the fringe-adjusted filter formulation. The
results obtained after the first iteration are shown in
|

i=ip+t J=jott
§ :i:ik—ti :j:k—r

IC(i,j)z)}

Fig. 13 which clearly shows that the adaptive fringe-adjusted
JTC improves discrimination performance considerably,
when compared to the first case. Figure 13 shows a system
that has a better robustness and discriminatory, but we think
that we can find a system and a criterion that increase robust-
ness and discriminatory.

To further increase the performance of the proposed sys-
tem, we propose to incorporate a decision criterion in the
correlation plane which involves the following optimizations
steps:

Step 1: Enhanced PCE decision criterion (P): we propose to
take into account the correlation peak energy as well
as the five highest peaks excluding the highest cor-
relation peak. The Enhanced PCE decision (P) cri-
terion is defined as:

L (ZEns e ) - {51 ;

i

SR S e, )P

where (i, jo) denote the position of the correlation peak,
C(i, j) denotes the value of the correlation plane at point
(i, j), t is set to the number of neighboring pixels used
around the considered peak, (i, j;) are the positions of
five highest peaks excluding the correlation peak.

Step 2: Apply additional nonlinearity in the Fourier plane of
FITC similar to Eq. (3).10 After many trial runs in
our laboratory, we set the value of k to 0.75.

Figure 14 shows the different test results obtained with
our tracking system based on the optimized fringe-adjusted
JTC. By comparing the results presented in Figs. 12 and 13,
it is evident that the proposed technique yields better discri-
mination. Indeed, the difference between the two curves (red
and blue) is much larger. The robustness has also improved
as shown by the shorter range of values of the blue curve
compared to the previous tests.
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Fig. 13 Results obtained using the adaptive fringe-adjusted JTC.
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For noisy images, we searched for a robust criterion that
provides values close to 1 in case of recognition and values
close to 0 in case of false alarm. An idea is to compare the
highest peak of the correlation plane to other high peaks. Con-
sequently, we remove the autocorrelation peak in order to com-
pute a criterion only with inter-correlation peaks and noise.
Since the correlation plane is symmetric, we can work on
one half of the correlation plane. Our objective is to find the
maximum value, M, of the new correlation plane. We set a first
threshold, M_s4p to the value of the correlation peak M
divided by /2, and n this value corresponds to 3 dB and
to 50% of the correlation peak energy. We compute the cumu-
lative sum (S1) of the pixels around the correlation peak and
with values higher than M _5,5. Next we compute the sum (S2)
of all the pixels excluding the highest correlation peak with
values higher than 0.75 X M _34g, as shown in Fig. 15. Finally,
we introduce a distance metric defined as:
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Fig. 14 Results obtained with a nonlinearity in the Fourier plane of the
FA-JTC and the new criterion.
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Fig. 15 Computation of our new criterion.
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The distance criterion yields values in the interval [0 1]. In case
of recognition, we obtain a high correlation peak with negli-
gible noise, therefore, the value S2 will be very low. In case of
false alarm, the correlation plane will be very noisy and the
highest correlation peak will be surrounded by high peaks
and the value S2 will be very close to the value S1.

We applied this criterion to the previous test and the cor-
responding results are shown in Fig. 16. This criterion pro-
vides recognition values close to 1 and false alarm values
close to 0. Thus, the robustness and discrimination ability
of the proposed technique is very high. Using the aforemen-
tioned procedure, users can set a threshold for automatic
decision making.

6.2 Underwater Mine Recognition

In the previous section, we validated the proposed architec-
ture and criterions for face recognition applications. In this
section, we applied the proposed technique for underwater
mine detection. As there are a lot of images, we used com-
posite filter techniques to fuse close references and reduce
the size of the database.'” For this application, we selected
five filters to recognize mines in a specific region of an
underwater video sequence. As explained earlier, underwater
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Fig. 16 Results obtained with a nonlinearity in the Fourier plane of the
FA-JTC and the last criterion.
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images are perturbed by the medium and need preprocessing.
Without preprocessing, correlation results will not provide
desired output since target related contours will not stand
out. The preprocessing step consists of resizing the image
to reduce computation time. Then, we enhance the contrast
of images using the procedure described in Ref. 14.

To obtain the contour image, we chose to compute the
phase of the image. In fact, edges correspond to sharp
phase changes.'® To achieve this, we compute the “Fourier
transform of the image where the image can be expressed
as Spetrum = p - ¢’. The amplitude information is con-
tained in p and the phase information is contained in the
exponential function. To keep only the phase information,
all values are divided by their amplitude p yielding
Spetrum = e, Next, we use a band pass filter, constructed
with a Gaussian wavelet, to reduce the remaining noise. The
results of this preprocessing step are shown in Fig. 5.

From this contour image database, we conducted five
composites filters for mine recognition in the mine-presence
zones as illustrated in Fig. 17. Each filter is constructed with
five reference contour images. With these five composite fil-
ters and preprocessed images, we tested the performance of
the nonzero-order fringe adjusted JTC and the nonzero-order
nonlinear fringe adjusted JTC. We set the nonlinearity factor
k to 0.85 and corresponding correlation outputs are shown in
Table 2. From Table 2, it is obvious that the nonzero-order
fringe adjusted JTC provides a high false alarm rate while the
nonzero-order nonlinear fringe adjusted JTC provides mod-
erate recognition rate.

To enhance the decision performance further by increas-
ing the recognition rate and decreasing the false alarm rate,
we decided to add an optimization step. We assume that for
10 images before the present target image if we have five
correlations, it means that a mine should be detected in
the present target image. Knowing that the mine is fixed

mine  no
presence mine .
no & mine no
mine presence mine
09 T T T T T T

¥

08 1

criterion values

Fig. 17 Results of the optimized nonlinear fringe-adjusted JTC,
k =0.85.
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Table 2 Results of the different JTCs for mine recognition.

Recognition False alarm
Method (%) (%)
Fringe adjusted JTC 93.10 56.44
Nonlinear fringe adjusted JTC, 52.07 16.29

k=0.85

Table 3 Results of the nonlinear fringe-adjusted JTC with optimiza-
tion.

Recognition False alarm
Method (%) (%)
Optimized nonlinear fringe 65.52 10.13

adjusted JTC, k = 0.85

ROLL FPITCH DERIH HEGD TWl TILT ALTI
a i @ai Z26 o

=

b o i g = 65 81 &

and knowing the navigation parameters, a mine, which is
detected in one image frame, is highly unlikely to disappear
in the following image frame. Our choice of 10 images has
been made after several tests in order to find the right com-
promise between robustness and computing time. Using this
concept, our optimization consist in considering only the last
10 raw decisions, coming from last 10 images, for a given
present target image. Using last 10 nonoptimized results
leads us to decrease the false alarm rate. In fact, if we use
the optimized results, the detector never stops detecting
after five detections, even if the five detections are false.
However if we use our raw data, this optimization leads
to a stop of detection, five images after the last image
where a mine has been detected. On the test results, we
can see that the recognition rate has improved while the
false alarm rate has decreased, as illustrated in Table 3. In
Fig. 17, we see regions where a mine is supposed to be
detected and regions where the algorithm is supposed to
find nothing. The results presented Table 3 and Fig. 17
shows that we managed to increase the recognition rate to
65.52 percent and we decrease the false alarm rate to
10.13 percent.
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e 3. 1740 135 i} 84 €

Fig. 18 Images with presence of the camera support.
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Fig. 19 Difference between mine size in the 2 video sequences.
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Table 4 Robustness results of the different JTCs.

True to
Recognition False alarm false alarm

Method (%) (%) ratio (%)
Fringe-adjusted JTC 88.52 59.93 1.48
Nonlinear fringe- adjusted 34.07 12.33 2.76
JTC, k=0.85
Optimized nonlinear 41.11 5.48 7.5
fringe-adjusted JTC,
k=0.85

Nevertheless, our optimized algorithm detected some
objects, in the last region of the video sequence, where
there is no mine. This can be explained by the presence
of the camera support in target images as shown in
Fig. 18. We did not add a mask to suppress this man-
made object because there are images with no camera sup-
port and images with camera support, but it did not occupy
the same proportion of the image as shown in Fig. 18, how-
ever, this constraint can be avoided when recording the
images.

To show the robust performance of our proposed
approach, several tests were conducted and the results were
compared with nonoptimized methods. To do this, we
selected a video sequence where the same mine is recorded,
but the distance between the viewer and the mine is shorter in
this case compared to the previous case shown in Fig. 19.
Results obtained, in terms of recognition and false alarm
probabilities, are summarized in Table 4. The visualization
of the robustness of the optimized NNJTC is shown in
Fig. 20. The nonzero-order fringe adjusted JTC still provides
a high false alarm rate while the nonzero-order nonlinear
fringe adjusted JTC presents good recognition rate. The

mine
presence il
T
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06} E

criterion values

300

Fig. 20 Results of the optimized nonlinear fringe-adjusted JTC,
k = 0.85.
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optimization allows an increase of the recognition rate
and a decrease of the false alarm rate, when compared to
the nonlinear fringe adjusted JTC.

7 Conclusion

In this paper, we proposed and validated the first version of a
robust recognition and tracking system based on the fringe
adjusted JTC architecture. In the proposed technique, we
introduced nonlinearity to the fringe adjusted JTC, and also
used an adaptive correction criterion in the correlation plane.

On the face recognition application, we show that a rota-
tion angle of 15 deg between the target image and the refer-
ence image does not disable the recognition ability of the
system, while considerably reducing the number of correla-
tions necessary and, therefore, increasing the processing
speed of the system. Moreover, the adaptive decision criter-
ion, used in the output plane, minimized the number of false
correlation peaks in the correlation plane thus reducing the
false alarms. Finally, the addition of nonlinearity in the Four-
ier plane makes it possible to adapt or find a compromise
between the robustness and discrimination of our tracking
system by adjusting the degree of nonlinearity (k). For under-
water mine recognition application, the proposed NNJTC
architecture yields promising results.
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