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Abstract. Multiple image encryption (MIE) was proposed to increase the efficiency of encrypting images by
processing several images simultaneously. Because of the advantage of optical technology in processing two-
dimensional images at high throughput, MIE has been significantly improved by use of methods originating from
optics. Phase retrieval was the process of algorithmically finding solutions to the phase loss problem due to light
detectors only capturing the intensity. It was to retrieve phase information for the determination of a structure
from diffraction data. Error-reduction algorithm is a typical phase retrieval method. Here, we employ it to illustrate
that methods in phase retrieval are able to encrypt multiple images and compress them into encrypted data
simultaneously. Moreover, the decryption is also designed to handle multiple images at the same time. The
whole process including both the encryption and decryption is proposed to improve MIE with respect to the
compression and efficiency. The feasibility and encryption of the MIE scheme is demonstrated with encryption
experiments under Gaussian white noise and unauthorized access. © The Authors. Published by SPIE under a Creative
Commons Attribution 3.0 Unported License. Distribution or reproduction of this work in whole or in part requires full attribution of the original publication,
including its DOI. [DOI: 10.1117/1.OE.55.7.073103]
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1 Introduction
Big image data have been generated by taking advantage
of both two-dimensional (2-D) information storage of an
image itself and convenient devices for capturing images.1

Sometimes image data had to be transmitted or received
with an encryption because of information security.2 It
would be efficient to encrypt several images together when
confronted with lots of images. Conventional image encryp-
tion working on an individual image was neither efficient nor
convenient to handle multiple ones.3 Accordingly, multiple
image encryption (MIE) was proposed to process several
images simultaneously so as to increase the efficiency of
the encryption. Because of the high-throughput capability
of optical technology to process 2-D information in parallel,
methods originating from optics have been employed to per-
form MIE.4

1.1 Multiple Image Encryption

Methods of MIE related with the optics included various
optical techniques, such as wavelength multiplexing, frac-
tional Fourier transform (FT), and digital holography.3,5–8

MIE based on wavelength multiplexing was to synthesize
the final image by superimposing individual encrypted
images together. This encryption strategy was time-consum-
ing and sensitive to cross talk noise from adjacent images.9

MIE based on a frequency shift was also proposed to encode
images in either Fourier or fractional Fourier domain. The
technique was good at encoding multiple images, but
high-frequency contents of the images had to be sacrificed
due to downsize cropping of the spectrum to implement
the algorithm effectively.10 MIE based on the fractional FT
was to encode images by distinct fractional orders, but the

method required lots of computation to generate initial
phase terms by iterations. It was limited in applications
because of time-consuming and complex optical setting
up. Digital holography was also employed to encode four
images by distinct diffraction patterns, and then compressed
encrypted file by random sampling.8 Although compressive
sensing could be used in the decryption to fetch recon-
structed images, these images were destructed by defocus
noise. Recently, phase retrieval has been attempted to
encrypt images as an intermediate step.11,12 Though these
studies have involved phase retrieval into image encryption,
but did not present advantages of phase retrieval itself in MIE
with respect to the compression and efficiency.

1.2 Phase Retrieval

Phase retrieval was the process of finding solutions algorith-
mically to a phase loss problem. The loss consisted in
light detectors, which were just capable to capture light
intensity.13,14 Phase information, as the counterpart critical
information of the light recording the information of an
object, was lost in measurements. However, to reconstruct
an object from the measurements, it was necessary to retrieve
phase information for a determination of a structure from
diffraction data.15,16

To retrieve phase information, various approaches have
been developed attempting to solve it using both intensity
measurements and a priori constraints of original objects.
At the very beginning, the solution was obtained with exclu-
sive conditions, so that the solution fitted either for the dif-
fracted-wave field in the near-field region17 or for a regular
object such as a sphere or a cubic.13 The kind of solutions
was more limited than useful in common applications. As the
computation technology progressed, iterative methods were
involved to solve phase retrieval problem.*Address all correspondence to: Xin Zhang, E-mail: xzhang@nlpr.ia.ac.cn
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The iterative computation methods concerning the phase
retrieval started with the Gerchberg–Saxton method,18 in
which two intensity measurements in object and Fourier
domains, were considered. From the Gerchberg–Saxton
point of view, the next input image gkþ1 would result
from the output image in last iteration but was modified to
satisfy the object-domain constraints of support and non-
negativity.

To be more general, it was to set the next input image gkþ1

with reference to the output image g 0
k in last iteration, where

the output image satisfied constraints, and set it to zero,
where the output image violated the constraints. This was
referred to as the “error-reduction” approach. To some extent,
error-reduction method could be thought as a generalization
of Gerchberg–Saxton algorithm. The block diagram of the
algorithm is shown in Fig. 1.

In the error-reduction algorithm, the first three steps
were identical to the first three ones of Gerchberg–Saxton
algorithm and the fourth step was performed as

EQ-TARGET;temp:intralink-;e001;63;390gkþ1 ¼ g 0
k · γ; where γðxÞ ¼

�
0; x ∈= ϒ;
1; x ∈ ϒ; (1)

where ϒ was the set of points at which g 0
k followed the

object-domain constraints and γ was a binary function.
The complemental set of ϒ meant that g 0

k was negative or
it exceeded the known diameter of the object. Here, “·”
denoted a Hadamard product as performing element-by-
element multiplication.

The “input–output” approach would be to set the next
input image to the previous input image, where the output
image satisfies the constraints, and set it to the previous
input image minus a constant times the output image, where
the output image violates the constraints

EQ-TARGET;temp:intralink-;e002;63;225gkþ1 ¼ gk − βg 0
k · θ; where θðxÞ ¼

�
0; x ∈ Θ;
1; x ∈= Θ: (2)

The hybrid input–output approach was to set the next
input equal to the output, where the output satisfied the con-
straints, and set it to the input minus a constant times the
output, where the output violated the constraints. Hence,
the algorithm was a hybrid between the output–output (first
line) and input–output (second line) approaches. It was
given as

EQ-TARGET;temp:intralink-;e003;326;752gkþ1 ¼
�
g 0
k; x ∈= γ;
gk − βg 0

k; x ∈ γ:
(3)

The error-reduction algorithm was shown to be closely
related to the steepest-descent method. Other algorithms,
including the input–output algorithm and the conjugate-
gradient method, were shown to converge in practice faster
than the error-reduction algorithm. But these methods shared
the same strategy, and the error-reduction algorithm was
more illustrative than others. Here, we employ it into MIE
as an example to introduce encrypting multiple images and
compressing by phase retrieval methods. Moreover, the
decryption is also designed to handle multiple images at
the same time. The whole process including both the encryp-
tion and decryption is proposed to improve MIE with respect
to the compression and efficiency. The feasibility of the MIE
scheme is demonstrated with simulated experiments.

2 Methodology
The method we proposed here can be divided into two steps,
naturally. The first step is to encrypt four images by the phase
retrieval. We employ the error-reduction algorithm to per-
form the encryption. The second step is to decrypt encoded
information and fetch these four images. The two steps will
be introduced in Secs. 2.1 and 2.2.

2.1 Four Images Encryption by Phase Retrieval

Suppose there are four images to be encrypted, i0, i1, i2, and
i3. According to error-reduction algorithm, we can assign
distinct object constraints to each of them. To achieve
simultaneous encryption and compression, these four object
constraints can be set as γ0, γ1, γ2, and γ3 as shown in
Fig. 2. Here, γ0, γ1, γ2, and γ3 can be considered as sets
of points as γ in Eq. (1). Referring to these four sets in
Fig. 2, each of them covers a specific corner and none of
them overlays with each other. The setting up will compress
information to a corner after the phase retrieval. It means that

Fig. 1 Block diagram of the error-reduction algorithm in one iteration.

Fig. 2 Encryption process of four images.

Optical Engineering 073103-2 July 2016 • Vol. 55(7)

Di et al.: Multiple image encryption by phase retrieval



the four images will be encrypted into a data with the quarter
size of before.

Images to be encrypted, i0, i1, i2, and i3, can be set
as Fourier constraints in the intensity measurements, as
Fourier information includes the intensity and phase angle.
To each of them, M0, M1, M2, and M3 will be their object
constraints, respectively. The error-reduction algorithm
works as follows. Take the first image i0 and first object con-
straint M0 as an example. Then the k’th iteration performed
the following four steps:

i. transforming g0ðx; yÞk to the Fourier domain to give
a complex field

EQ-TARGET;temp:intralink-;e004;63;611G0ðu; vÞk ¼ jG0ðu; vÞkj exp½jθ0ðu; vÞk�; (4)

ii. changing the field according to the constraint in Fourier
domain, i0, as

EQ-TARGET;temp:intralink-;e005;63;555G 0
0ðu; vÞk ¼ i0ðu; vÞ · exp½jθ0ðu; vÞk�; (5)

iii. then inverse Fourier transforming G 0
0ðu; vÞk back to the

object domain to achieve the complex image, g 0
0ðx; yÞk.

The complex image can be expressed as

EQ-TARGET;temp:intralink-;e006;63;488g 0
0ðx; yÞk ¼ jg 0

0ðx; yÞkj exp½jϕ 0
0ðx; yÞk�; (6)

iv. then allowing it to follow the object constraint, γ0ðx; yÞ
in the object domain and resulting in a new version of

EQ-TARGET;temp:intralink-;e007;63;432g0ðx; yÞkþ1 ¼ γ0ðx; yÞ · g 0
0ðx; yÞk; (7)

where γ0ðx; yÞ ¼ 1, ðx; yÞ ∈ M0 and γ0ðx; yÞ ¼ 0,
ðx; yÞ ∈= M0. In the ðkþ 1Þ’th iteration, start from the
first step. These four steps were repeated until no further
progress was made or a fixed number of iterations
reached. Finally, the image, i0ðu; vÞ, is encoded into
P0 under the object constraint, γ0ðx; yÞ.

After performing error-reduction algorithms as shown in
Fig. 1 for every image, these four images will be encrypted
into P0, P1, P2, and P3. Because the object constraints are
located into distinct corners, the encrypted information will
be assigned at each corner correspondingly. Combining
the information together, the ultimate encrypted information
will be P with the same size of one of original images. Here,
P is complex. We separate it into the modulus and phase
information as P ¼ jPj · exp½jη�. The modulus, jPj, will be
the encrypted data and the phase term, exp½jη�, will be the
key for the data.

2.2 Decryption

After the encryption step, four images have been encoded
into complex data compressively. The compressed data can
be transferred and received by wire or wireless. When data
are received in a terminal, the decryption process can be
started as shown in Fig. 3. The encrypted data can be defined
as X0, X1, X2, and X3. The data are in the Fourier domain.
However, it is not in a normal spatial-frequency distribution,
but four results of Fourier transformation of four distinct
images occupy each of corners. If it is to perform the inverse
FT directly on the data, all reconstructed images will be

blended and it will be hard to recognize each of them.
Moreover, the image size is only a quarter of that of original
images. Therefore, we should handle the problem of image
blended and size reduced in the decryption. In addition, it is
intended to perform inverse FTonce, instead of four times, to
obtain four images, which means that the decryption can be
implemented in an optical setting and decrypt all four images
simultaneously.

Figure 3 shows the decryption we proposed. Once
encrypted data are received, the unique and correct key
data are used to open it. Then the data are distributed as
X0, X1, X2, and X3. Each of them corresponds to data of
original four images, but in the Fourier domain. To recon-
struct images with right position and right size, we will han-
dle the four Fourier data by ideal spectral interpolation and a
multiplication. The spectral interpolation will be equivalent
to zero padding in the time domain and the multiplication
with a phase term is going to shift reconstructed images
to each corner. After the process, these images will be recon-
structed with the right size and without any overlay.

2.2.1 Ideal spectral interpolation

To illustrate the interpolation, we can start with a one-
dimensional signal. Suppose a sampled spectrum XðukÞ,
k ¼ 0;1; : : : ; N − 1, typically obtained from a discrete FT.
We can interpolate by taking the discrete time FT of the
inverse discrete FT, which is not periodically extended,
but instead zero-padded as

EQ-TARGET;temp:intralink-;e008;326;298

XðuαÞ ¼ DTFTðZeroPad∞fIDFTN ½XðukÞ�gÞ

≜
XN2−1
n¼−N

2

"
1

N

XN−1

k¼0

XðukÞejukn
#
e−jukn

¼
XN−1

k¼0

XðukÞ
"
1

N

XN2−1
n¼−N

2

ejðuk−uαÞn
#

¼
XN−1

k¼0

XðukÞasincNðuα − ukÞ; (8)

where asincNðuÞ denotes the aliased sinc function. This is the
ideal time-limited interpolation in the frequency domain
using the aliased sinc function as an interpolation kernel.
As we are dealing with 2-D images, Eq. (8) can be expended
as

Fig. 3 Decryption process to retrieve four encrypted images.
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EQ-TARGET;temp:intralink-;e009;63;752

Xðuα; uβÞ ¼
XK−1
k¼0

XL−1
l¼0

Xðuk; ulÞ

· asincMðuα − ukÞasincNðuβ − ulÞ. (9)

Fourier data X0, X1, X2, and X3 will be expended according
to the above equation. After the interpolation, Fourier data
have been enlarged to the same size as these original images.

2.2.2 Multiplication by a complex exponential
function

The ideal spectral interpolation rectifies the size of recon-
structed images to be equal to that of original images.
However, if data produced by the interpolation are input
into the inverse FT, reconstructed images would be arranged
into the same position in the object domain, i.e., all images
would be superimposed together. To eliminate the effect,
it needs to take a step of a multiplication by a complex
exponential function according to the shift theorem of
FT. The direction and position of shifting every image
should be well chosen to prevent images from overlapping.
According to the shift theorem, the multiplication can be
expressed as

EQ-TARGET;temp:intralink-;e010;63;491F−1
n
Xðuα; uβÞe−

j2π
N ðuαlþuβkÞ

o
¼ xðn − l; m − kÞ: (10)

As long as we set appropriate values for l and k, four recon-
structed images will be shifted to different corners in the
object domain.

After processing X0, X1, X2, and X3 by the ideal spectral
interpolation and the multiplication, we will achieve X 0

0, X
0
1,

X 0
2, and X

0
3, and they are ready to be input into an inverse FT

as shown in Fig. 3. The inverse FT will reconstruct four
images i 00, i

0
1, i

0
2, and i 03 simultaneously.

3 Experiments
Experiments are performed to demonstrate the effectiveness
of the multiple-image encryption method. Four gray images
are selected from MATLAB built-in demo images, camera-
man, circles, liftingbody, and text, shown in Fig. 4. They are
converted to be gray with the size of 256 × 256. The same
size will be used for the masks. In these masks, the region of
interest will be set asM0,M1,M2, andM3 as shown in Fig. 2
and the four regions are of the size of 128 × 128. They cover
distinct corners in the mask and without overlaying on each
other. We performed three experiments to demonstrate the
method. The first one is to verify the effectiveness, the sec-
ond is to verify the robustness against noise, and the third one
is to demonstrate the encryption with respect to wrong keys.

3.1 Normal Experiment

In the experiment, the image i0 and the maskM0 are the first
combination, which is input into the error-reduction phase
retrieval algorithm as shown in Fig. 2. They are set as
modulus constraints in the Fourier domain and in the object
domain, respectively. Similarly, i1 and M1, i2 and M2, and
i3 andM3 will be processed by the error-reduction algorithm.
Ultimately, the encrypted data will be organized as P as
shown in Fig. 5.

As encoded data from original images are arranged into
the same corner as the region of interest for each image, the

data can be extracted and combined into an encrypted data.
The data will be transmitted and received by a terminal.

After the data are received, the terminal uses the key to
“open” the data. Then, the decryption process is going to
perform to reconstruct images. The process is the same as
shown in Fig. 3. Data in each corner will be input into
the ideal spectral interpolation and multiplied by a specified
complex exponential function. Eventually, the inverse FT is

Fig. 4 Original images in experiments: (a) cameraman, (b) circles,
(c) liftingbody, and (d) text.

Fig. 5 Images shown in Fig. 4 are encoded by error-reduction algo-
rithm into (a), (b), (c) and (d), respectively.
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implemented on the data and the four images will be recon-
structed, simultaneously.

3.2 Experiments Against Noise

When data are transmitted either by wire or wireless, it is
inevitable that the data may be destructed owing to either
communication interference or quantization error. After
receiving the noisy encoded data, the decryption has to
handle the data and recover images as accurately as possible.
To testify the qualification of the decryption involved into the
proposed method, we suppose Gaussian white noise added
into the encoded data. The decryption is verified against the
level of the noise.

3.3 Experiments Against Wrong Keys

The encryption method is proposed to protect classified
images from unauthorized access. To evaluate the protection,
it is necessary to quantify the performance against wrong
keys. Suppose that 10%, 20%, and 50% key data are
obtained by an unauthorized access. The decryption process
is implemented on the data. The qualification of the decryp-
tion is evaluated in the experiment.

4 Results

4.1 Normal Experiments

The first experiment is to demonstrate the feasibility of the
proposed method. The reconstructed images are shown in
Fig. 6. Compared reconstructed images with original ones,
the four images have been reconstructed completely.
Textures in cameraman and texts in texts have been
remained, which means that the encryption and decryption
have preserved details in images effectively. The compres-
sion of data size has inevitably involved certain noise into
these images, but the noise has not induced perceptible

destruction to these images. As we involve an iterative
algorithm to solve the error-reduction problem, we set the
maximal number of iterations to be 1000 times. In a normal
personal computer, 1000 iterations take 4.3 s. Hence, the
encryption for four images demands around 16 s. In the
encryption algorithm, we generate encoded data and
corresponding key data according to original images. To
protect data from unauthorized access, the encoded data
and key data will be sent out by distinct ways. Once both
encrypted data and key data are received, it will be able
to decrypt the data.

To reconstruct images simultaneously, decrypted images
are achieved by the inverse FT on four images at the same
time. Hence, the four reconstructed images are achieved in
one figure. Here, we do not separate four images, because
the figure containing four images is intuitive to demonstrate
that the decryption eventually handles all four images at
the same time.

To evaluate the performance quantitatively, the peak sig-
nal-to-noise ratio (PSNR) is employed to measure the quality
of decrypted images after compressive encryption and trans-
mission. The matrix is expressed as

EQ-TARGET;temp:intralink-;e011;326;510PSNR ¼ 10 · log10

�
MAX2

x

MSE

�
; (11)

where MSE is calculated as

EQ-TARGET;temp:intralink-;e012;326;454MSE ¼ 1

MN

XM−1

m¼0

XN−1

n¼0

½xðm; nÞ − x0ðm; nÞ�2; (12)

and MAXx denotes the maximum possible pixel value of
the image, x.

Take Fig. 6 as the final result in this experiment and cal-
culate PSNR with respect to a combination of original four
images. The value of PSNR is 18.19 dB. The PSNR may be
lower than expected, but it is in the similar level as it is in
other image processing algorithms. Actually, distorted fea-
tures are also apparent in Fig. 6. One of the kind features
is obvious in circles image. It is the gray flocci within
these circles, which do not exist in original image, but are
left in final one. These flocci textures might not be sensitive
to our eyes, but they do distort images so as to make PSNR
lower than expected.

Entropy is a quantitative measure of randomness that can
be used to characterize the texture of the input image and
reflects an expected value of information contained in an
image. Here, we compare the entropy of both original images
and encrypted images so as to clarify the change of the
amount of the information after the encryption. Because
there are four images encrypted in the experiment, an aver-
age entropy of four images is calculated. The value of the
average entropy before and after the encryption is 3.65
and 1.36, respectively. It indicates that our encryption algo-
rithm reduces the information contained in the encrypted
image. We infer that the reduction resists in the encryption
process, which separates original information into two parts,
encrypted image and key data. So each of them shares a part
of original data. The compression is quantified by the com-
pression ratio. The ratio is equal to the size of uncompressed
data divided by that of the compressed data. As we compress
four images to an encrypted image at the same size ofFig. 6 Decrypted images by proposed method.
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individual original image. Hence, the compression ratio is
4∕1 ¼ 4.

4.2 Experiments Against Noise

When data are transmitted either by wire or wireless, it is
inevitable that the data may be destructed owing to either
communication interference or quantization error. After
receiving the noisy encoded data, the decryption has to han-
dle the data and recover images as accurately as possible. To
testify the qualification of the decryption involved into the
proposed method, we suppose Gaussian white noise destruct
the encoded data. The decryption is verified against distinct
level of the noise.

Referring to Fig. 7, it indicates that the decryption can
tolerate the noise to some extent. When PSNR of encrypted
data involving Gaussian noise is lower than 30 dB, recon-
structed images are hardly to recognize important informa-
tion. When PSNR of encrypted data increases from 30 dB,
the quality of reconstructed images goes up dramatically.
Once the data destroy the encrypted dataless and make
PSNR more than 40 dB, decrypted images almost reach the
same level as that without noise in normal experiment.

4.3 Experiments Against Partial Keys

The encryption method is proposed to protect images from
unauthorized access. However, in some cases, key data may
be hacked and encrypted data may be attempted to access by
part of keys. To evaluate the performance of the MIE strategy
against part of keys, we sample the key data randomly by
different sample rate and then measure PSNRs of the
decrypted images with reference to the original images.

We sample the key data randomly by the sample rate in a
uniform distribution in [0, 1]. Values of key data without
sampled are set to 0. Then, these key data will be used in
the decryption process. Figure 8 shows the PSNRs of
decrypted images under different sample rates as shown in
blue square points. We embedded four decrypted texts image
into Fig. 8. They are decrypted at sample rate of 0.2, 0.5,
0.8, and 0.9, respectively. When the sample rate is lower
than 0.8, it is hardly to identify characters in texts figure.

5 Conclusions
MIE was proposed to increase the efficiency of encrypting
images when confronting with huge image data generated by
convenient tools of capturing images. Recently, MIE has
been significantly improved by methods originating from
the optics. However, MIE proposed before was limited in
practice because of time-consuming and complex optical set-
ting up. Phase retrieval was the process of algorithmically
finding solutions to the phase loss problem due to light detec-
tors only capturing the intensity. It was to retrieve phase
information for the determination of a structure from diffrac-
tion data. Because of its efficiency, we propose to use it into
MIE to encrypt multiple images and compress them into
encrypted data simultaneously. Moreover, the decryption
is also designed to handle multiple images at the same time.

The encryption and decryption are proposed to improve
MIE with respect to the compression and efficiency. The
encryption will compress data into a quarter of size of origi-
nal images. The decryption will eventually handle all four
images simultaneously to increase the efficiency. We employ
the PSNR to evaluate the performance of the method. In
normal experiments, the PSNR of images will be around
20 dB. Referring to the decrypted images, details have
been well preserved, though the compression involves cer-
tain destruction to these images. Because the transmission
of encrypted data is inevitable to incur certain noise, the
decryption has been evaluated with data destructed by
Gaussian noise. The performance demonstrates that the
decryption can tolerate data with noise to some extent.
However, if noise damages images severely, the decryption
will be impossible to recover images with fine details. Since
encrypted data are also possible to be exposed to unauthor-
ized access, it is worthwhile to evaluate the performance
against partial key data. We attempt to access data by differ-
ent sample rate of key data and then decrypt these data.
The final results show that the decrypted data are highly
dependent on the sample rate. If the sample rate is lower
than 0.8, it is hardly to identify information from decrypted
images.

Fig. 7 PSNR of reconstructed images with respect to encrypted data
destructed by Gaussian noise.

Fig. 8 PSNR of decrypted images under different sample rate of key
data.
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