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Abstract. The rigorous coupled-wave approach (RCWA) and the differential evolution algorithm (DEA) were
coupled in a practicable approach to maximize absorption in optical structures with three-dimensional morphol-
ogy. As a model problem, optimal values of four geometric parameters and the bandgaps of three i-layers were
found for an amorphous-silicon, multiterminal, thin-film tandem solar cell comprising three p–i–n junctions with
a metallic hexagonally corrugated backreflector. When the optical short-circuit current density was chosen as the
figure of merit to be maximized, only the bandgap of the topmost i-layer was significant and the remaining six
parameters played minor roles. While this configuration would absorb light very well, it would have poor electrical
performance. This issue arises because the optimization problem allows for the thicknesses and bandgaps of
the semiconductor layers to change. We therefore devised another figure of merit that takes into account
bandgap changes by estimating the open-circuit voltage. The resulting configuration was found to be optimal
with respect to all seven variable parameters. The RCWA + DEA optimization approach is applicable to other
types of photovoltaic solar cells as well as optical absorbers, with the choice of the figure of merit being vital to
a successful outcome. © 2018 Society of Photo-Optical Instrumentation Engineers (SPIE) [DOI: 10.1117/1.OE.57.5.057101]
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1 Introduction
Three items are needed to numerically optimize the design of
an optical absorber such as a thin-film solar cell. The first
item is a fast solver that can predict the performance of
the device in a variety of configurations. The second item is
an optimization code that can mitigate the effect of local min-
ima without excessive computational time. The third item is
a figure of merit that adequately captures the desired perfor-
mance characteristics of the device so that a good design will
emerge. Some of these choices are explored in this paper.

The rigorous coupled-wave approach (RCWA)1,2 can be
used to model the optical performance of thin-film optical
absorbers, as has been shown for solar cells with metallic
backreflectors that are periodically corrugated along one
direction.3–5 Indeed, the RCWA provides accurate results
with high computational speed for boundary-value problems
involving structures that are invariant only along, say, the
y-axis and therefore are quasi-two-dimensional.6,7 Further-
more, the RCWA can be coupled with the differential evo-
lution algorithm (DEA)8,9 for optimization.5 However, the
computational requirements of RCWA increase significantly
when the backreflector is periodically corrugated in two
directions, i.e., the boundary-value problem is fully three-
dimensional (3-D) in nature.10,11 Additional design parame-
ters enter the optimization process thereby to increase the
computational burden further.

The dimensions of the unit cell of an optical absorber with
a PCBR directly affect optical absorption.5 Optimization of

thin-film solar cells with two-dimensionally corrugated
backreflectors for maximum absorption has not been
reported heretofore, to our knowledge. As a preliminary
study showed that it is becoming a practicable proposition
with commonly available computational resources, we
decided to implement the RCWA + DEA approach to opti-
mize a fully 3-D absorbing structure.12 To demonstrate this
approach, we report here the maximization of optical absorp-
tion in an idealized thin-film tandem solar cell fabricated
over a periodically corrugated backreflector (PCBR) with
hillock-shaped corrugations arranged on a hexagonal lattice.
The active region of the chosen solar cell comprises three
electrically isolated p–i–n junctions. The semiconductor
layers were taken to have the bandgap-dependent optical
properties of amorphous silicon.13 Silver 14 is a good choice
for the PCBR because its plasmonic nature can be harnessed
to launch surface-plasmon-polariton (SPP) waves inside the
device and thereby enhance the optical electric field and opti-
cal absorption.15–17 With the foregoing choices, our results
indicate that maximization of the optical short-circuit current
density, the standard figure of merit,18–20 does not result in
a desirable design. Instead, we found that the maximum
power density is a better figure of merit.

The plan of this paper is as follows: the optical boundary-
value problem that is solved to determine the spectrally
integrated number of absorbed photons per unit volume
per unit time Nph is presented in Sec. 2. The numerical
techniques adopted for this work are presented in Sec. 3:
the 3-D implementation of the RCWA is briefly described
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in Sec. 3.1, Sec. 3.2 discusses the diagonalization of a matrix
that emerges in the RCWA implementation, and Sec. 3.3
briefly describes the DEA. Numerical results are provided
in Sec. 4, Sec. 4.3 discusses the convergence of the numeri-
cal methods, whereas Sec. 4.4 briefly compares these
numerical results to a thin-film tandem solar cell with a bisi-
nusoidal PCBR. Closing remarks are presented in Sec. 5.

The free-space wavenumber, angular frequency, and
intrinsic impedance of free space are denoted by k0 ¼
2π∕λ0, ω ¼ k0c0, and η0 ¼

ffiffiffiffiffiffiffiffiffiffiffi
μ0∕ε0

p
, respectively, where

λ0 is the free-space wave length, μ0 is the permeability of
free space, ε0 is the permittivity of free space, and
c0 ¼ 1∕ ffiffiffiffiffiffiffiffiffi

ε0μ0
p

is the speed of light in free space, respec-
tively. Vectors are underlined, column vectors and matrices
associated with the RCWA are in boldface with breve nota-
tion, and the Cartesian unit vectors are identified as x̂, ŷ, and

ẑ. The imaginary unit is denoted by i ¼ ffiffiffiffiffiffi
−1

p
.

2 Model Boundary-Value Problem
We considered the boundary-value problem shown schemati-
cally in Fig. 1, which also defines the thicknesses Ld, Lg, and
Lm. The device occupies the region

EQ-TARGET;temp:intralink-;e001;63;503X∶fðx;y;zÞj−∞<x<∞;−∞<y<∞;0< z<LdþLgþLmg;
(1)

with the half spaces z < 0 and z > Ld þ Lg þ Lm occupied
by air. The reference unit cell is identified as R∶fðx; y; zÞj−
Lx∕2 < x < Lx∕2;−Ly∕2 < y < Ly∕2;0 < z < Ld þLg þLmg,
the backreflector (which also functions as an electrode in
a solar cell) being doubly periodic with period Lx along
the x-axis and period Ly along the y-axis.

The region 0 < z < Ld comprises an antireflection win-
dow and three p–i–n junctions that are electrically isolated

from each other by two windows, as shown in Fig. 1(a).
The relative permittivity εdðx; y; z; λ0Þ of this multilayered
material depends on λ0. The layers are identified in
the figure. All windows are made of a material of relative
permittivity εwðλ0Þ. The λ0-dependent relative permittivity
of each semiconductor layer depends on the bandgap chosen
for that layer.

The region Ld þ Lg < z < Ld þ Lg þ Lm is occupied by
a metal with relative permittivity εmðλ0Þ. The region
Ld < z < Ld þ Lg, henceforth termed the grating region,
contains a periodically undulating surface with period Lx
along the x-axis and period Ly along the y-axis. The unit
cell in the xy plane was chosen to form a two-dimensional
(2-D) rectangular lattice that is equivalent to a hexagonal
lattice. If the side of the regular hexagons in this lattice is
denoted by Lh, then Lx ¼ Lh and Ly ¼

ffiffiffi
3

p
Lh for the rectan-

gular lattice.
The grating region is defined by hillocks arranged as in

Fig. 1(b). Each hillock is a frustum of a sphere of radius Rsph.
The base of the hillock is a circle of radius Rg, and the height
of the hillock equals Lg, as shown in Fig. 1(a); accordingly

EQ-TARGET;temp:intralink-;e002;326;521Rsph ¼
1

2

�
R2
g

Lg
þ Lg

�
: (2)

The intersection of the plane z ¼ zg ∈ ½Ld; Ld þ Lg� and
a hillock is a circle of radius

EQ-TARGET;temp:intralink-;e003;326;449R
̬
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðzg − LdÞ½2Rsph − ðzg − LdÞ�

q
: (3)

The relative permittivity εgðx; y; z; λ0Þ ¼ εgðx� Lx; y� Ly;
z; λ0Þ in the grating region is

EQ-TARGET;temp:intralink-;e004;326;388εgðx; y; z; λ0Þ ¼ εmðλ0Þ − ½εmðλ0Þ − εwðλ0Þ�Uðx; y; zÞ; (4)

Fig. 1 (a) Schematic of the model boundary-value problem in the plane y ¼ 0. The n-type semiconductor
layers are blue, the p-type semiconductor layers are red, and the i-type are gray. White regions are
occupied by a material with real relative permittivity εw ðλ0Þ. (b) Schematic of the grating region in the
plane z ¼ zg ∈ ½Ld ; Ld þ Lg �.
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with

EQ-TARGET;temp:intralink-;e005;63;741Uðx; y; zÞ ¼
�
1; D ≥ R

̬

0; D < R
̬ ; (5)

where D is the minimum distance between the point ðx; y; zÞ
and the centers ð0;0; zgÞ, ðLx; 0; zgÞ, ðLx∕2; Ly∕2; zgÞ,
ðLx; Ly; zgÞ, and ð0; Ly; zgÞ of the circle and four quarter
circles as shown in Fig. 1(b).

3 Numerical Techniques Used

3.1 Rigorous Coupled-Wave Approach

The RCWAwas used to the calculate the electric field phasor
everywhere inside the chosen device as a result of illumina-
tion by a monochromatic plane wave normally incident on
the plane z ¼ 0 from the half space z < 0. The electric
field phasor of the incident plane wave was taken as

EQ-TARGET;temp:intralink-;e006;63;558Eincðx; y; z; λ0Þ ¼ Eo

x̂þ ŷffiffiffi
2

p expðik0zÞ; (6)

where Eo ¼ 4
ffiffiffiffiffiffiffiffi
15π

p
Vm−1.

As a result of the PCBR being doubly periodic, the x- and
y-dependences of the electric and magnetic field phasors
have to be represented everywhere by Fourier series as

EQ-TARGET;temp:intralink-;e007;63;468Eðx; y; z;λ0Þ ¼
Xm¼∞

m¼−∞

Xn¼∞

n¼−∞
eðm;nÞðz; λ0Þ expfi½kðmÞ

x xþ kðnÞy y�g

(7)

and

EQ-TARGET;temp:intralink-;e008;63;396Hðx;y;z;λ0Þ¼
Xm¼∞

m¼−∞

Xn¼∞

n¼−∞
hðm;nÞðz;λ0Þexpfi½kðmÞ

x xþkðnÞy y�g;

(8)

where kðmÞ
x ¼ mð2π∕LxÞ, kðnÞy ¼ nð2π∕LyÞ, and eðm;nÞ ¼

eðm;nÞ
x x̂þ eðm;nÞ

y ŷþ eðm;nÞ
z ẑ as well as hðm;nÞ ¼ hðm;nÞ

x x̂þ
hðm;nÞ
y ŷþ hðm;nÞ

z ẑ are Fourier coefficients. Likewise, the rel-
ative permittivity εrelðx; y; z; λ0Þ everywhere is represented
by the Fourier series

EQ-TARGET;temp:intralink-;e009;63;272εrelðx;y;z;λ0Þ¼
Xm¼∞

m¼−∞

Xn¼∞

n¼−∞
εðm;nÞ
rel ðz;λ0Þexpfi½kðmÞ

x xþkðnÞy y�g;

(9)

where εðm;nÞ
rel ðz; λ0Þ are Fourier coefficients. Substitution

of Eqs. (7)–(9) in the frequency-domain Maxwell curl
postulates yields the matrix ordinary differential equation
[Ref. 21, Chap. 3]

EQ-TARGET;temp:intralink-;e010;63;163

d
dz

f̆ðz; λ0Þ ¼ iP̆ðz; λ0Þ • f̆ðz; λ0Þ; (10)

where the column vector f̆ðz; λ0Þ contains the x- and
y-directed components of the Fourier coefficients of the
electric and magnetic field phasors.

Detailed descriptions of the algorithm to solve Eq. (10)
are available elsewhere.12,21 In brief, computational

tractability requires the foregoing expansions to be truncated
to include only m ∈ f−Mt; : : : ;Mtg and n∈f−Nt;: ::;Ntg,
with Mt ≥ 0 and Nt ≥ 0. The region R is partitioned into
a sufficiently large number of slices along the z-axis. Each
slice is taken to be homogeneous along the z-axis but may
be periodically nonhomogeneous along the x- and y-axes.
Thus, the matrix P̆ðz; λ0Þ is assumed to be piecewise uniform
in z. Boundary conditions are enforced on the planes z ¼ 0
and z ¼ Ld þ Lg þ Lm to match the fields to the incident,
reflected, and transmitted fields, as appropriate. A stable
marching algorithm is then used to determine the Fourier
coefficients of the electric and magnetic field phasors in
each slice.21 Finally, the z-directed components of the elec-
tric and magnetic field phasors in the device can be obtained
through algebraic equations arising during the derivation of
Eq. (10). Thus, the electric field phasor Eðx; y; z; λ0Þ can be
determined throughout the solar cell.

The spectrally integrated number of absorbed photons per
unit volume per unit time is given by
EQ-TARGET;temp:intralink-;e011;326;543

Nphðx; y; zÞ ¼
1

ℏc0

Z
λ0max

λ0min

Imfεrelðx; y; z; λ0Þg

×
����Eðx; y; z; λ0ÞEo

����
2

Sðλ0Þdλ0; (11)

where ℏ is the reduced Planck constant, Sðλ0Þ is the AM1.5G
solar spectrum,22 λ0min

¼ 400 nm, and λ0max
¼ 1100 nm.

With the assumption that the absorption of every photon in
a semiconductor layer releases an electron-hole pair, the
charge-carrier-generation rate Gðx; y; zÞ equals Nphðx; y; zÞ,
which can be determined at any location in the nine semi-
conductor layers. The integral on the right side of Eq. (11)
was approximated using the trapezoidal rule23 with the
integrand uniformly sampled every 10 nm.

3.2 Diagonalization of P̆ðz; λ0Þ
The numerically stable RCWA algorithm requires that
P̆ðz; λ0Þ be diagonalizable24 in each slice for every λ0 ∈
½λ0min

; λ0max
� [Ref. 21, Sec. 3.8]. As the relative permittivity

is not uniform in any slice in the grating region, the
built-in function eig in MATLAB® (version R2016b) was
used to compute the eigenvalues and eignenvectors of P̆.
In all other slices, the eigenvalues and eigenvectors of P̆
were determined analytically to increase the computational
speed.

A superindex

EQ-TARGET;temp:intralink-;e012;326;227τ ¼ mð2Nt þ 1Þ þ n; m ∈ ½−Mt;Mt�; n ∈ ½−Nt; Nt�
(12)

is defined for convenience, where τt ¼ 2MtNt þMt þ Nt.
21

In any slice in which the relative permittivity εrelðx; y; z; λ0Þ
is independent of x and y, the 2ð2τt þ 1Þ distinct eigenvalues
of P̆ are given by

EQ-TARGET;temp:intralink-;e013;326;143g�τ ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k20εrel − ½k̆ðτÞx �2 − ½k̆ðτÞy �2

q
; τ ∈ f−τt; : : : ; τtg;

(13)

with each eigenvalue having a geometric multiplicity of 2,
k̆ðτÞx ¼ kðmÞ

x , and k̆ðτÞy ¼ kðnÞy . Half of the 4ð2τt þ 1Þ eigenvec-
tors are
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EQ-TARGET;temp:intralink-;e014;63;740v1�τ ¼
�
0; : : : ; 0; ðg�τ Þ−1

�
ωμ0 −

1

ωε0εrel
½k̆ðτÞx �2

�
; 0; : : : ; 0;−

k̆ðτÞx k̆ðτÞy

ωε0εrelg�τ
; 0; : : : ; 0;1; 0; : : : ; 0

	T
; τ ∈ f−τt; · · · ; τtg: (14)

In the column vector on the right side of Eq. (14), the nonzero entries occur in the following locations (counting from
the top): τ, τ þ 2τt þ 1, and τ þ 6τt þ 3. The remaining 2ð2τt þ 1Þ eigenvectors are

EQ-TARGET;temp:intralink-;e015;63;680v2�τ ¼
�
0; : : : ; 0;

k̆ðτÞx k̆ðτÞy

ωε0εrelg�τ
; 0; : : : ; 0;−ðg�τ Þ−1

�
ωμ0 −

1

ωε0εrel
½k̆ðτÞy �2

�
; 0; : : : ; 0;1; 0; : : : ; 0

	T
τ ∈ f−τt; : : : ; τtg: (15)

The nonzero entries occur in the column vector on the right side
of Eq. (15) in the following locations (counting from the top):
τ, τ þ 2τt þ 1, and τ þ 4τt þ 2.

3.3 Differential Evolution Algorithm

We employed the DEA to maximize a chosen figure of merit
over a variety of optical and electrical parameters numbering
N. The DEA has been used previously5 for seeking optimal
designs of PCBRs that are invariant along the y-axis, as the
algorithm is well suited to search a large space of candidate
solutions. The number of candidate solutions depends on the
number of parameters and discretization of parameter ranges
for the optimization.

To maximize the figure of merit C∶S ⊂ RN → R, we
wish to find an optimal point Vopt ¼ fv1; v2; : : : ; vNg ∈ S,
where S is a search space of all possible parameter
combinations.

We note that the DEA requires that all parameter ranges
be discretized, so the search is conducted over a finite num-
ber of possible outcomes. The DEA requires specification of
the crossover probability CR ∈ ð0;1Þ, a differential weight
α ∈ ð0;2Þ, and the number of random points NP. Details
of the algorithm have been provided elsewhere.5,8,9

The DEA is very useful for solving complicated optimi-
zation problems, but it does not guarantee convergence to
a global extremum.25 However, stochastic sampling of the
search space helps to avoid local maxima.

4 Numerical Results and Discussion
In this paper, we have chosen to maximize optical absorp-
tion. The figures of merit defined later in this section take
into account all optical effects such as the excitation of
SPP waves and waveguide modes.26 This allows a tradeoff
between the various optical phenomena without prejudicing
one mechanism over another. However, the parameter space
is chosen so that the excitation of SPP waves and waveguide
modes can be supported.

For all numerical results in this paper, the window layers
were chosen to be made of aluminum-doped zinc oxide
(AZO). For the two windows between p–i–n junctions,
the thicknesses were fixed so that d2d ¼ d1d ¼ 20 nm.
The relative permittivity εwðλ0Þ of AZO was taken from
a standard source.27 The minimum thickness of the PCBR
was fixed at Lm ¼ 150 nm. The metal was chosen to be
silver, whose relative permittivity εm also depends on λ0.

14

The bandgaps Eli, l ∈ f1;2; 3g, of the i-layers in the tri-
ple-junction solar cell were kept variable in the range [1.3,
1.95] eV, but their thicknesses d1i ¼ d2i ¼ d3i ¼ 200 nm
were kept fixed. The thicknesses of all three n-layers and
all three p-layers were also kept fixed dln ¼ dlp ¼ 20 nm.

The bandgaps of all three n-layers were fixed as Eln ¼
1.8 eV, l ∈ f1;2; 3g. The bandgaps of the p-layers were
fixed as follows: E1p ¼ 1.8 eV and E2p ¼ E3p ¼ 1.95 eV.

By introducing C or Ge into the lattice, a material is
formed, but the i-layers are still of the a-Si:H_GeC family.
This process changes the bandgap, where the λ0-dependent
relative permittivity of the material is obtained by an analyti-
cal model.13,17 The electrical properties of the material also
change, and can be found by applying Vegard’s law to
known values.28 As the electrical properties have no effect
on our optical model, they have no role in this study.

Furthermore, the lattice parameter Lh ∈ ½200;800� nm,
the antireflection-window’s thickness dw ∈ ½10;130� nm,
the base radius Rg ∈ ½10;400� nm, and the corrugation height
Lg ∈ ½0;300� nm were allowed to vary. Thus, the dimension
of the search space S was N ¼ 7, and we sought an optimal
design over a candidate space of 9 × 1011 possible configu-
rations. We used parameter values CR ¼ 0.7, α ¼ 0.8, and
NP ¼ 70 for optimization.

4.1 Optimization for Optical Short-Circuit Current
Density

The figure of merit C for the DEA optimization was initially
chosen to be standard figure of merit for optical modeling of
solar cells:29 the optical short-circuit current density

EQ-TARGET;temp:intralink-;e016;326;344JOptSC ¼ qe
LxLy

ZZZ
Rsc

Nphðx; y; zÞdx dy dz; (16)

where Rsc is the portion of the reference unit cell R occu-
pied by the nine semiconductor layers in the solar cell and
qe ¼ 1.6 × 10−19 C is the elementary charge. This figure of
merit will maximize the number of photons absorbed in the
solar cell, but disregards all electrical properties. In this sec-
tion, we proceed to show that this results in a poor design.

Plots of JOptSC against the bandgaps Eli, l ∈ f1;2; 3g, for
points sampled by the optimization exercise are shown in
Fig. 2. In this figure as well as in Fig. 3, the data points
from DEA are projected onto the plane formed by the var-
iable being investigated and the figure of merit. The bandgap
of the topmost i-layer is the most influential parameter that
controls JOptSC . While attempting to maximize JOptSC , the DEA
minimized the bandgap in this layer, and we see that many
parameter sets with E

opt
3i ¼ 1.3 eV at the boundary of the

constraint set were evaluated. As E3i increases from 1.3 to
1.95 eV, JOptSC decreases throughout most of this interval as
shown in Fig. 2(a).

Maximization of JOptSC showed that minimizing E3i was the
most important factor compared with the remaining N − 1
variable parameters (i.e., E1i, E2i, Lh, dw, Rg, and Lg).
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This phenomenon is clearly exemplified in Fig. 2(a), where,
for any fixed value of E3i, the remaining N − 1 variable
parameters contribute only to a �2 mA cm−2 variation in
JOptSC . Unfortunately, such a configuration is likely to be elec-
trically inefficient: with a narrow bandgap, more charge car-
riers are excited, but the operating voltage of the solar cell
will be reduced.30 Contrast to Figs. 2(b) and 2(c) wherein
the variations of JOptSC with the bandgaps E2i and E1i, respec-
tively, are shown. We see that while JOptSC is maximum when
E1i ¼ E2i ¼ 1.35 eV, there are values of JOptSC ranging from
18 to 27 mA cm−2.

Parenthetically, when the thicknesses of the i-layers were
included as variables in an optimization exercise, the DEA
simply focused on the maximization of those thicknesses.
The resulting configuration would also have poor electrical
performance. Although this type of solar cell would absorb
more light, an excited charge carrier would have to travel
further to reach an electrode, thereby increasing recombina-
tion and decreasing efficiency. We note that Fig. 2 demon-
strates the choice of figure of merit is very important. We

only included these results to contrast them with numerical
results in Fig. 5, since all the chosen parameters in the opti-
mization exercise should affect the solar-cell performance.

4.2 Optimization for Maximum Power Density

To improve the optimal design of the chosen solar cell with-
out including a full electrical model, we devised a figure of
merit for the DEA that penalizes the effect of minimizing the
bandgap of any of the i-layers. We defined the power density

EQ-TARGET;temp:intralink-;e017;326;196Psup ¼
1

LxLy

X3
l¼1

Eli

ZZZ
Rl

Nphðx; y; zÞdx dy dz; (17)

as the figure of merit, with Rl ⊂ R being the region occu-
pied by the l’th p–i–n junction. Let us note that Psup is
a theoretical upper bound on the maximum extractable
power density of the solar cell. Furthermore, the summation
over the index l indicates that the tandem solar cell is con-
figured in the multiterminal format. Note that this power den-
sity is to be computed solely from the absorption of photons
and the material bandgap. This estimates the maximum

Fig. 2 JOpt
SC in relation to (a) E3i , (b) E2i , and (c) E1i . Each marker ð·Þ represents a choice of parameters by

DEA as the algorithm progresses. Larger values of JOpt
SC are desirable.
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electrical power density but does not involve any electrical
modeling (e.g., recombination and mobility of electrons and
holes). A useful extension of our approach would be to
include an electrical model, but that extension lies beyond
the scope of this paper.

Figures 3 and 4 show the results of the DEA optimization
for the variable geometric and bandgap parameters of the
solar cell—namely, the lattice parameter Lh, the antireflec-
tion-window thickness dw, the duty cycle ζ ¼ Rg∕Lh, the
corrugation height Lg, and the bandgaps E1i, E2i, and E3i.
All seven of these parameters influence the figure of merit
Psup defined by Eq. (17). Indeed, a steady increase in Psup

is seen in Fig. 3(a) on the interval 200 ≤ Lh ≤ 600 nm;
a very sharp increase in Psup is evident in Fig. 3(b) as dw
increases from 10 to 80 nm; Psup increases steeply in
Fig. 3(c) as ζ approaches 0.35 with a drop off thereafter;
and Psup peaks in the neighborhood of Lg ¼ 200 nm in
Fig. 3(d). Also shown is the hillock base radius Rg in
Fig. 4(d). We note the contrast between the behavior seen
in Figs. 2(a) and 4(c). In the latter optimization exercise,

the effect of the other parameters amounts to a variation of
�5 mWcm−2.

The optimal values found are as follows: E1i ¼ 1.35 eV,
E2i ¼ 1.95 eV, E3i ¼ 1.65 eV, Lh ¼ 642 nm, dw ¼ 89 nm,
ζ ¼ 0.36, and Lg ¼ 231 nm. These values yielded a maxi-
mum Psup ¼ 43.66 mWcm−2. These optimal parameters,
found by maximizing Psup, contrast sharply with our findings

in Sec. 4.1, wherein maximization of JOptSC was dominated by
the minimization of E3i with the remainingN − 1 parameters
having very little effect.

The optimization exercise yielded two distinct categories
of unit cells with relatively high Psup values. The first com-
prises configurations for which Lh lies in the interval [200,
300] nm, and the second comprises configurations for which
Lh ∈ ½550;650� nm. For the first category, the optimal value
of Lg is ∼40 nm with a base radius Rg of 50 nm. The second
type of configuration has much deeper corrugations, with
Psup maximized when Lg takes values near 200 nm and
Rg around 230 nm. This phenomenon is evidenced by
two distinct peaks in Figs. 3(a)–3(d) and 4(d).

Fig. 3 Psup in relation to (a) Lh , (b) dw , (c) ζ ¼ Rg∕Lh , and (d) Lg . Each marker ð·Þ represents a choice of
parameters by DEA as the algorithm progresses. The large marker indicates the maximum value of Psup
achieved.

Optical Engineering 057101-6 May 2018 • Vol. 57(5)

Civiletti et al.: Optimization approach for optical absorption in three-dimensional. . .



4.3 Convergence of RCWA and DEA

To ensure convergence of the optical short-circuit density,
a representative configuration for the unit cell was used to
determine an appropriate choice of Nt and Mt. We let Nt
vary in the set {2,3,4,5,6}, and defined Mt ¼ d ffiffiffi

3
p

Nte,
where d·e is the ceiling function. After determining that
Psup changed by ≤1% for two successive values of Nt
and Mt, the number of Fourier modes was fixed for all
numerical results reported in this paper, and taken to be
Nt ¼ 2, Mt ¼ 4. Since Eq. (16) has the charge-carrier
generation rate integrated over the nine semiconductor
layers, the susceptibility of JOptSC to the effect of Gibbs’
phenomena6 on the electric field in the region z ∈ ½0; Ld�
is negligible. Hence, the electric field converges everywhere
in the semiconductor layers, even for relatively small values
of Nt and Mt. We performed 50 DEA iterations in the
optimization exercise. Figure 5 shows the convergence of
Psup with the number of DEA iterations. We see that the
best value of Psup does not change after the first 32 DEA

Fig. 4 Psup in relation to (a) E1i , (b) E2i , (c) E3i , and (d) Rg . Each marker ð·Þ represents a choice of
parameters by DEA as the algorithm progresses. The large marker indicates the maximum value of
Psup achieved.

Fig. 5 The best value of Psup versus number of DEA iterations when
optimizing for maximum power density as in Sec. 4.2.
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iterations. As with any stochastic optimization method,
it is always possible that further iteration would result in
improvement of the computed maximum power density.

4.4 Comparison with Bisinusoidal PCBR

A third DEA-based optimization exercise was performed with
the PCBR taken to be bisinusoidally corrugated.11 The relative
permittivity εgðx; y; z; λ0Þ ¼ εgðx� Lx; y� Ly; z; λ0Þ in the
grating region is
EQ-TARGET;temp:intralink-;e018;63;648

εgðx; y; z; λ0Þ ¼ εmðλ0Þ
− ½εmðλ0Þ− εwðλ0Þ�U½z− g1ðxÞ�U½z− g2ðyÞ�;

(18)

with the corrugation-shape functions

EQ-TARGET;temp:intralink-;e019;63;570g1ðxÞ ¼ Ld þ Lg

�
1 − sin

�
2π

x
Lx

�	
; (19)

EQ-TARGET;temp:intralink-;e020;63;532g2ðyÞ ¼ Ld þ Lg

�
1 − sin

�
2π

y
Ly

�	
: (20)

The DEA parameters were kept the same as in Sec. 4, and
we set Lx ¼ Ly for the computation. The optimization
exercise yielded an optimal configuration with dw ¼ 87 nm,
Lg ¼ 110 nm, Lx ¼ 607 nm, Rg ¼ 212 nm, E3i ¼ 1.7 eV,
E2i ¼ 1.55 eV, and E1i ¼ 1.3 eV. The maximal power den-
sity achieved was Psup ¼ 42.84 mWcm−2, which is slightly
lower than 43.66 mWcm−2 obtained for the hexagonally
corrugated PCBR in Sec. 4.2. However, the average
Psup over all configurations visited by the DEA for the
bisinusoidally corrugated PCBR is 38.17 mWcm−2 but
35.06 mWcm−2 for the hexagonally corrugated PCBR.
There were many more configurations with relatively poor
Psup values for the hexagonal case.

5 Conclusions
As a model problem to demonstrate the practicability of
the RCWA + DEA approach to design efficient optically
absorbing 3-D structures, optimal values of four geometric
parameters and the bandgaps of three i-layers were found
for an idealized, multiterminal, thin-film tandem solar cell
comprising three p–i–n junctions with a silver PCBR with
hillock-shaped corrugations arranged on a hexagonal lattice.
The figure of merit for the DEA was either (i) the optical
short-circuit current density in Sec. 4.1 or (ii) the power den-
sity in Sec. 4.2. Thus, two different optimization exercises
using the RCWA + DEA approach were performed.

As the optical short-circuit current density takes into
account only the optical constitutive properties of the
solar cell, maximization of that quantity resulted in a poor
design. In particular, we determined that only the bandgap
of the topmost i-layer (i.e., E3i) was significant to the opti-
mization of the optical short-circuit current density, and the
remaining six parameters played minor roles. Although pho-
ton absorption in the topmost p–i–n junction was maximized
thereby, this configuration would have poor electrical
performance.

This is because, when the thicknesses of the i-layers were
included in the optimization, the DEA simply focused on
the maximization of those thicknesses. Although increasing

those thicknesses can enhance light absorption, the electrical
performance may be sacrificed, thereby reducing efficiency.
The design of thin-film solar cells must balance optical and
electrical performances.31,32

To avoid configurations with potentially poor electrical
performance, we next used the power density—thereby
weighting the optical short-circuit current density—as a fig-
ure of merit. The resulting configuration was optimal with
respect to all seven design parameters. Another optimization
exercise was then performed on a similar tandem solar cell
but with a bisinusoidally corrugated PCBR. In this case, the
configurationally averaged power density tested by the DEA
was about 10% higher than with the hexagonally corrugated
PCBR. In the future, we plan to supplement the optical
model by an electrical drift-diffusion model32 and then opti-
mize the overall electrical performance of the solar cell.

In closing, let us emphasize that the triple-junction tandem
solar cell was chosen as a model problem to show here
the capabilities of the RCWA + DEA approach developed
for 3-D optically absorbing structures. Our approach can be
extended not only to other types of photovoltaic solar cells33,34

but also to optical absorbers35,36 with 3-D morphology.
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