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Abstract. The deflection that can reflect the vertical stiffness of a bridge plays an important role
in the structural evaluation and health monitoring of bridges. In the past 20 years, the bridge
deflection measurement methods based on computer vision and photogrammetry have been
gradually applied to the field measurement due to the advantages of noncontact measurement,
simple experimental setup, and easy installation. The technical research progress of vision-based
bridge deflection measurement is reported from four aspects: basic principles, measurement
methods, influencing factors, and applications. Basic principles mainly include camera calibra-
tion, three-dimensional (3D) stereo vision, photogrammetry, feature detection, and matching.
For measurement methods, the single-camera two-dimensional measurement, the dual-camera
3D measurement, the quasistatic measurement based on photogrammetry, the multipoint
dynamic measurement based on the displacement-relay videometrics and the deflection mea-
surement based on UAV platform are introduced, respectively. In the section of influencing
factors, this part summarizes the work of many researchers on the effects of camera imaging
factors, calibration factors, algorithm factors, and environmental factors on measurement results.
The field measurement results at different measurement distances and measurement accuracy
based on these are presented in terms of applications. Finally, the future development trends
of vision-based bridge deflection measurement are expected. © 2022 Society of Photo-Optical
Instrumentation Engineers (SPIE) [DOI: 10.1117/1.OE.61.7.070901]
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1 Introduction

In the acceptance of new bridges and the health monitoring of bridges in service, the deflection
is usually considered as the basic parameter that must be measured because it is closely related
to the bearing capacity of bridges. The existing bridge deflection measurement methods mainly
rely on displacement transducers, dial gauges, connecting pipes, precision levels, digital levels,
inclinometers, total stations, microwave radars, global positioning system (GPS), and other
measuring equipment, as shown in Fig. 1. Table 1 introduces the typical application scenarios,
advantages, and limitations of these deflection measurement methods. It can be seen from
Table 1 that the traditional contact measurement methods have certain limitations, which is
difficult to achieve dynamic deflection measurement and meet the engineering requirements
of real-time measurement and long-term monitoring. In addition, although the accelerometer
can also measure the dynamic deflection of the bridge, it has a large error by integrating the
acceleration twice to obtain the displacement.1,2

For some noncontact measuring equipment, such as laser Doppler vibrometer,3,4 GPS5,6 and
radar interferometry,7 although real-time measurement can be achieved, the total cost of the
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measurement system is often very high. Besides, the low measurement accuracy of GPS prevents
it from being applied to bridges with large stiffness and small deflection.

To break through the limitations of the existing bridge deflection measurement methods, the
vision-based measurement methods based on computer vision and photogrammetry are gradu-
ally applied to the bridge deflection measurement.8 By detecting and tracking the corresponding
points on the two images before and after the deformation, the bridge deflection can be
determined.

In past years, several researchers have reviewed the methods and applications of vision-based
structural health monitoring (SHM) and condition assessment for civil infrastructure. Xu and
Brownjohn9 primarily reviewed the vision-based displacement measurement methods from the
perspective of video-processing procedures, which are composed of camera calibration, target
tracking, and structural displacement calculation. Ye et al.10 provided a review of the applications
of machine vision-based technology in the field of SHM of civil infrastructure. Feng et al.11

mainly summarized the general principles of vision-based sensor systems and discussed the
measurement error sources and mitigation methods in laboratory and field experimentations.
In addition, Jiang et al.12 only reviewed the development and applications of close-range photo-
grammetry in bridge deformation and geometry measurement. However, these reviews9–12

mainly summarized from various application fields, with a little introduction to different meas-
urement methods, and the advantages and disadvantages of these methods haven’t been com-
pared and discussed. The purpose of this paper is to fill this gap and give a technical review of
vision-based bridge deflection measurement from the perspectives of basic principles, measure-
ment methods, influencing factors, and applications.

2 Basic Principles

The basic components of the vision-based bridge deflection measurement system are shown in
Fig. 2, which include the measuring equipment part, software algorithm part, data processing

Fig. 1 Several commonly used bridge deflection measurement equipment.
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part, and data transmission part. Data processing is generally conducted by computers and data
transmission can be divided into wired transmission and wireless transmission. According to
different measurement methods, the measuring equipment has different components and the soft-
ware algorithm is mainly composed of camera calibration, three-dimensional (3D) stereo vision,
photogrammetry, feature detection, and feature matching. In software algorithm part, camera
calibration and feature detection and matching are the two most important parts because the
relationship between image coordinate system and world coordinate system can be established
only after the accurate camera calibration,13–16 and the calculation of bridge deflection must be
based on the correct detection and matching results of bridge surface features.17

2.1 Camera Calibration

Camera calibration is a process of determining the corresponding relation between the image
coordinate system and the world coordinate system and correcting the distorted images. For
industrial camera lenses, the original image will be distorted due to manufacturing error,
assembly deviation, and some other factors, which makes the measurement accuracy cannot
be guaranteed. In camera lens distortion, radial distortion and tangential distortion are usually
considered.18 As shown in Figs. 3 and 4, radial distortion causes pixel points to be close to or far
from the center of the image plane and tangential distortion causes tangential deviation of pixel
points. Usually, lens distortion can be calibrated at the same time as the camera’s intrinsic
parameters.19–21 For the complex lens distortion that cannot be described by the distortion model,
the lens distortion can be calibrated separately in advance.22,23 To correct lens distortion, the
distortion coefficient needs to be defined to describe the mapping relationship between the point
with and without distortion. After the calibration of lens distortion, the pixel position without
distortion can be derived from the distorted pixel position according to the mapping relationship,
and then the displacement and deformation without distortion can be calculated. For dual-camera
3D measurement, it is also necessary to use the pixel position after distortion correction to carry
out 3D reconstruction.

Fig. 2 Basic components of vision-based deflection measurement of bridges.
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2.1.1 Single camera calibration of a simplified model

Due to the large field of view in bridge deflection measurement, the calibration board cannot be
used to calibrate extrinsic parameters. Therefore, the single-camera calibration method based on
a simplified model is often used. Figure 5 is the schematic diagram of the simplified pinhole
camera model. When the optical axis of the camera is perpendicular to the target plane,
then

EQ-TARGET;temp:intralink-;e001;116;162l 0 ¼ l
S
f; (1)

where f is the image distance; S is the object distance; l is the displacement of a point in the
target plane; l 0 is the displacement of a point on the corresponding image plane. For long-
distance measurement of bridge deflection, the image distance is generally approximately equal
to the focal length of lens, and the object distance can be measured by a laser rangefinder.

Fig. 3 Radial distortions: (a) barrel distortion; (b) pillow distortion.

Fig. 4 Tangential distortions. Solid lines: no distortion; dashed lines: with tangential distortion.18
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2.1.2 Single-camera calibration

The main purpose of single-camera calibration is to calibrate the camera’s intrinsic parameters
and lens distortion. Figure 6 is the schematic diagram of the pinhole camera model.

The coordinate transformations shown in Fig. 6 represents the process from the world coor-
dinate system to the camera coordinate system, and finally to the image coordinate system. If the
pointM in the world coordinate system can be expressed as ½X; Y; Z; 1�T , and the corresponding
point m in the image coordinate system can be expressed as ½x; y; 1�T , the relationship between
the two points can be expressed as follows:

EQ-TARGET;temp:intralink-;e002;116;476s

0
@ x

y
1

1
A ¼ P

2
6664
X
Y
Z
1

3
7775 ¼ A½Rjt�

2
6664
X
Y
Z
1

3
7775 ¼ A

2
64
R11 R12 R13 tx
R21 R22 R23 ty
R31 R32 R33 tz

3
75
2
6664
X
Y
Z
1

3
7775; (2)

where s is the scale factor; P is the camera projection matrix; R and t are the extrinsic parameters
of the camera, which respectively represent the rotation and translation of the world coordinate
system relative to the camera coordinate system; A is the camera intrinsic parameters matrix,
which can be expressed as

Fig. 5 Simplified pinhole camera model.

Fig. 6 Pinhole camera model.24
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EQ-TARGET;temp:intralink-;e003;116;735A ¼

2
64
fx fs cx
0 fy cy
0 0 1

3
75; (3)

where fx and fy respectively represent the equivalent focal length of the lens on the x and y axes
of the image, parameters fs representing the degree of skewness of the x and y axes of the image,
cx and cy represent the coordinates of the principle point.

For the calibration of camera intrinsic parameters, the checkerboard calibration method
proposed by Zhang is often used.25 Since it is a plane calibration (Z ¼ 0), the Eq. (2) can be
rewritten as

EQ-TARGET;temp:intralink-;e004;116;608s

0
@ x

y
1

1
A ¼ H

2
4X
Y
1

3
5 ¼

2
4 h11 h12 h13
h21 h22 h23
h31 h32 h33

3
5
2
4X
Y
1

3
5: (4)

In this formula, H is called as the homography matrix. Although the matrix has nine unknown
parameters, only eight independent parameters need to be solved if the parameters in the matrix
are regularized to h33.

To solve the homography matrix, four pairs of corresponding points in the image coordinate
system and the world coordinate system should be known for each calibration board position.
If there are three calibration boards’ attitudes, the relative extrinsic parameters between camera
coordinate system and plane calibration board coordinate system in the camera can be solved.

Lens distortion is usually calculated simultaneously with extrinsic parameters of calibration
board at different attitudes and intrinsic parameters of the camera by the nonlinear optimization
method. In addition to the known pattern calibration method, self-calibration methods26–28 can
also be used for camera intrinsic parameter calibration. It should be noted that the camera’s
intrinsic parameters are generally considered to remain almost unchanged after calibration,
so the camera with calibrated intrinsic parameters can be brought to the experimental site for
measurement.

2.1.3 Extrinsic parameter calibration of two cameras

If intrinsic parameters of the two cameras have been calibrated and the image distortions have
been corrected, it can be seen from Eq. (2) that there are s1m1 ¼ P1M and s2m2 ¼ P2M for
camera 1 and camera 2, respectively. According to the epipolar constraint,m1 andm2 satisfy the
following correspondence:

EQ-TARGET;temp:intralink-;e005;116;299mT
2 Fm1 ¼ 0; (5)

where F is a 3 × 3 fundamental matrix. If the world coordinate system is aligned with the
camera coordinate system of camera 1, then P1 ¼ A1½Ij0�. Remember that P2 ¼ A2½Rjt�,

t ¼ ½ t1 t2 t3 �T , and S ¼
2
4 0 −t3 t2

t3 0 −t1
−t2 t1 0

3
5. Then the fundamental matrix F satisfies

EQ-TARGET;temp:intralink-;e006;116;206F ¼ A−T
2 EA−1

1 ¼ A−T
2 RSA−1

1 : (6)

After the calibration of camera intrinsic parameters, the essential matrix E can be calculated
by solving the fundamental matrix F, and then the relative extrinsic parameters of camera 2 to
camera 1 can be calculated by using the singular value decomposition method. Nister points out
that if there are at least 5 pairs of corresponding points in the image coordinate system of two
cameras, the fundamental matrix F of the camera can be solved.29 In Ref. 30, it was proposed that
higher solving accuracy can be achieved through nonlinear iterative optimization of relative
extrinsic parameters between dual cameras solved by speckle matching and coplanar equation.
After the relative extrinsic parameters are calculated, the scale information of the translation
vector can be determined by a scale factor.
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2.2 Three-Dimensional Stereo Vision

After image distortion is corrected, according to Eq. (2), the relationship between a point in a
world coordinate system and its corresponding image coordinate system can be expressed by two
linear equations. If the distortion model is defined on distorted coordinates, the inverse mapping
can be used to correct the image distortion. If a point is seen by two cameras at the same time and
the world coordinate system is established on the camera coordinate system of the left camera,
the relationship between the point and the corresponding points in the image coordinate systems
of the two cameras can be expressed by four equations. As shown in Eq. (7), where the subscript
1 and 2 represent camera 1 and camera 2, respectively. In Eq. (7), the intrinsic and extrinsic
parameters of the camera can be determined by calibration, and the coordinates of image points
can be obtained by matching the images of two cameras. Therefore, the 3D coordinates of the
point can be directly solved by the four equations

EQ-TARGET;temp:intralink-;e007;116;5852
66664

fx1 fs1 cx1−x1
0 fy1 cy1−y1

R11fx2þR21fs2þR31ðcx2−x2Þ R12fx2þR22fs2þR32ðcx2−x2Þ R13fx2þR23fs2þR33ðcx2−x2Þ
R21fy2þR31ðcy2−y2Þ R22fy2þR32ðcy2−y2Þ R23fy2þR33ðcy2−y2Þ

3
7777775

×

2
64
X

Y

Z

3
75¼

2
6664

0

0

−ðtxfx2þtyfs2þtzðcx2−x2ÞÞ
−ðtyfy2þtzðcy2−y2ÞÞ

3
7775; (7)

where ðcx; cyÞ are the coordinates of principle point in the image coordinate, ðfx; fyÞ are the
scale factors in image axes, fs is the parameters describing the skewness of the two image axes,
½tx; ty; tz�T is the translation vector and R is the rotation matrix from left camera coordinate sys-
tem to right camera coordinate system and the subscripts 1 and 2 denote left and right cameras,
½u1; v1�T and ½u2; v2�T are the image coordinates of matched points, ½X; Y; Z�T are the recon-
structed 3D coordinates in the left camera coordinate system.

2.3 Monocular Photogrammetry

Monocular photogrammetry can realize the reconstruction of the 3D coordinates of the mark
points,31 which is a method to accurately determine the position of the target in 3D space
by using digital image processing and photogrammetry technology to process the images of
the mark points taken from different positions and angles. Its main steps include image prepro-
cessing, relative orientation, and bundle adjustment.

A monocular photogrammetry system is generally composed of a digital camera, marking
points, optical reference scales, wireless transmission devices, and computing software. As
shown in Fig. 7, based on the principles of multiview vision, the control points in different views
can be matched with the help of epipolar constraint and then be reconstructed. The original
parameters of the digital camera and lens can be taken as the initial values of the intrinsic param-
eters of the camera. Based on the extrinsic parameter calibration method in Sec. 2.1.3, relative
extrinsic parameters between camera coordinate systems at different angles can be determined if
there are some coded marking points fixed on the target surface and some of the same marking
points can be seen in a series of images taken in any position and angle of the camera. With the
extrinsic parameters and the original intrinsic parameters of the camera, the 3D coordinates of the
marking points can be reconstructed. In addition, by using the self-calibration bundle adjustment
method, with each bundle as the basic adjustment unit and the coordinates of image points as the
observation values, the optimization objective function can be listed as follows according to the
collinear condition equation:
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Optical Engineering 070901-9 July 2022 • Vol. 61(7)



EQ-TARGET;temp:intralink-;e008;116;564 min
X
i;j

d½mi;j; mðA;D; Rj; tj;MiÞ�2; (8)

where i represents the number of coded marking points; j represents different camera angle; mi;j

represents the image coordinates of i’th coded marking point under the j’th viewing angle;
mðA;D; Rj; tj;MiÞ represents the image coordinates of coded marking points transformed by
projection relationship. The 3D coordinates of the spatial points with high precision can be
obtained after the adjustment process is carried out in the whole region, which means optimizing
and solving the intrinsic and extrinsic parameters of the camera as well as the coordinates of
spatial points.

2.4 Feature Detection and Matching

The feature detection and matching of images are the key to realize deflection measurement. The
commonly used image features include gray feature, feature point, gradient feature and geometric
feature. For geometric feature, some scholars have proposed deflectionmeasurement method based
on sampling Moiré pattern.32,33 Gray feature has certain requirements on the gray information of
the measured target surface. The most representative technology using gray feature is the digital
image correlation (DIC) technology, which has the advantages of subpixel displacement position-
ing and high accuracy. Compared with the gray feature, the feature point has lower requirements
for the gray information of the object surface and has the advantages of scale invariance and rota-
tion invariance, so it performs well in the measurement of complex deformation. By detecting
the image features and matching the corresponding features of each frame, the deflection can
be calculated. For the field measurement of bridge deflection, the pixel displacement will not be
too large, but the feature detection and matching in the actual measurement should also consider
a series of factors such as rain, snow and fog shielding, and airflow disturbance.

2.4.1 Grayscale features and matching based on digital image correlation

At present, the commonly used feature detection and matching algorithm is template matching,
whose main steps are to select the matching region in the reference image first, and then use the
correlation function to match the template with the target region in the deformation image. Tong
compared several correlation functions and pointed out that the zero-normalized sum of squared
difference correlation function has the best robustness and reliability34
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Fig. 7 Principles of multiview vision.

Huang et al.: Measurement method and recent progress of vision-based deflection measurement. . .

Optical Engineering 070901-10 July 2022 • Vol. 61(7)



where 2M þ 1 refers to the width of the template; f and g represent the gray value of pixel points
ðx; yÞ in the reference and deformation image templates, respectively; fm and gm represent the
average gray value in the reference and deformation image templates, respectively;Wðx; y;pÞ is
used to represent the shape function of the deformation template relative to the reference tem-
plate. For bridge deflection measurement, the zero or first order the shape function is enough to
meet the measurement requirements.35

Matching can be divided into integer pixel matching and sub-pixel matching. For bridge
deflection measurement, the displacement between adjacent images is usually not particularly
large, so the conventional integer pixel matching algorithm can meet the requirements to provide
accurate initial guess for subpixel registration. Pan et al.17 compared several commonly used
subpixel matching search methods and pointed out that the Newton–Raphson iterative method
has a high precision. Due to the advantages of computational efficiency and robustness, the
inverse compositional Gauss-Newton algorithm (IC-GN) is generally used for matching.36–38

2.4.2 Feature detection and matching based on feature points

Harris,39 SIFT,40 and SURF41 are widely used in feature detection. After the feature points are
detected, Euclid distance is used to measure the similarity.40 The smaller the Euclid distance, the
higher the similarity. The matching process can select the optimal feature point by traversing all
feature points, but the speed is slow. To improve the matching speed, it is widely used to extract
the nearest neighbor points for matching and then select the optimal matching point.40 However,
there are often abnormal matching results that need to be removed. The random sample con-
sensus method (RANSAC)42 is commonly used to eliminate abnormal matching.

2.4.3 Orientation code matching based on gradient features

Orientation code matching (OCM) calculates the orientation code of each pixel by matching
gradient information, which is proved to have rotation invariance and brightness invariance.33

Assuming that the gray value of each point in an image is represented by fðx; yÞ and its partial
derivatives are fx ¼ ∂f∕∂x and fy ¼ ∂f∕∂y, then the gradient angle corresponding to the point
with the pixel coordinate ðx; yÞ is θx;y ¼ tan−1ðfy∕fxÞ and its corresponding orientation code is
defined as follows:

EQ-TARGET;temp:intralink-;e010;116;347cfðx;yÞ ¼
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i
; jfxj þ jfyj ≥ Γ

N ¼ 2π
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; (10)

where Δθ is the preset sector width and its value is generally π∕8; Γ is a threshold value used to
ignore the low-contrast region, whose purpose is to suppress the interference of low-contrast
region on matching. However, if its value is too large, the gradient feature information will
be lost, so it is necessary to control its range reasonably.

After calculating the orientation codes, histograms of orientation codes are employed for
approximating the rotation angle of the object and then rotate the object template by the esti-
mated angle to realize template matching. To reduce the error, the bilinear interpolation method
was also proposed to interpolate the obtained gradient angles to achieve subpixel accuracy.43

2.4.4 Feature detection and matching based on geometric feature

The sampling Moiré method has been extensively used for displacement measurements of rail-
way bridges. The displacement information can be further used to evaluate the deflection.32

Using 2D grids, the displacement of the research object can be measured in two directions simul-
taneously. With the help of high-speed cameras, dynamic displacement curves over time can be
obtained by this method. Besides, using the DIC-aided SM method,33 displacements exceeding
half of the grating pitch can also be measured correctly. In addition to sampling Moiré method,
the circular maker localization, corner diction, and cross detection can also be used.
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3 Measurement Methods

3.1 Two-Dimensional Measurement with a Single Camera

After calibration of lens distortion, the vision-based measurement of bridge deflection can be
achieved by matching the image feature based on the calibration method in Sec. 2.1.1. This
method is a widely used visual bridge deflection measurement method for its simplicity and
practicality.44–48 For night measurement, the street lights on the bridge can also be used as feature
matching points. To reduce the impact of ambient light, high-brightness red LED lamps can also
be installed on bridges, which can achieve deflection measurement with active illumination by
installing a coupled bandpass optical filter in front of the lens.33 The measurement resolution of
this method is mainly limited by the measurement field of view and imaging resolution. For
long-span bridges, multiple single-camera systems can also be used to achieve segmental meas-
urement to ensure the measurement resolution. Figure 8 shows that multiple single-camera 2D
measurement systems are used to measure the overall deflection of a long-span bridge in Jiangxi
Province.

In the field measurement of bridge deflection, it is difficult to ensure that the optical axis of
camera is perpendicular to the side surface of the bridge to be measured. Due to the particularity
of bridge deflection measurement (only the vertical displacement needs to be measured), the yaw
angle has no influence on the measured results and the influence of the rolling angle can be
eliminated by calculating the total displacement of the pixels. Therefore, only the influence
of pitch angle needs to be considered. The correction method is given as follows:49
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where β is the pitch angle of the camera; ðx; yÞ is the coordinates of a pixel point; ðxc; ycÞ is the
principal point coordinates of optical center; L is the distance between the camera and the side
surface of the bridge to be measured; f is the focal length of the lens; v is the displacement of
pixel. Since the horizontal displacement of the measured point on the bridge is a small quantity
of higher order relative to the vertical displacement, it is assumed that the displacement of pixel is
only caused by the bridge deflection. V is the deflection of the point to be measured; lps is the
actual physical size of a single pixel.

Although the single-camera two-dimensional (2D) deflection measurement method is
simple, practical, and quick, its application in a large field of view is limited when there are
multiple measurement points in the field of view or when full-field measurement is required.
It is noteworthy that there are two reasons for this problem. First, most off-axis single-camera

Fig. 8 Deflection measurement of long-span bridge using multicamera 2D measuring systems.
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measurement methods can only calculate a limited number of points, which cannot measure the
deflection of the entire bridge. Moreover, the object distance of a single point measured by a laser
rangefinder cannot be applied to the whole field of view, which means point-by-point measure-
ments are required to obtain accurate deflection information. Therefore, the preparation work is
tedious if there are many measuring points. Although Tian et al.50 proposed a full-field deflection
measurement method under an essential assumption that all the points in the region of interest
(ROI) of the bridge span are on a spatial straight-line line, the measurement area can only be
limited to a narrow band.

To solve the above problems, a multipoint single-camera bridge deflection measurement
method with self-calibration of full-field scale information30,51 was proposed, as shown in
Fig. 9. Assuming that the intrinsic parameters of the camera have been calibrated in advance,30,31

the camera is used to shoot the same area to be measured at multiple calibration positions to
collect the calibration images and at the measuring position to collect the reference image and
deformation images. Similar to the principle of extrinsic parameter calibration of two cameras in
Sec. 2.1.3, self-calibration can be accomplished by matching the corresponding fixed points on
the reference image and the calibration images. Then, the relative extrinsic parameters between
camera coordinate system of the measurement position to the world coordinate system of the
bridge surface can be solved. The scale factor representing the scale information of the trans-
lation vector can be obtained from two points with known distance in the field of view or by
measuring the distance from the camera to a point on the bridge with a laser rangefinder. The
intrinsic parameters and extrinsic parameters can be used to calculate the mapping between the
image coordinate system with the world coordinate system of the bridge. Finally, the full-field
deflections of the bridge can be calculated according to the change of image coordinate of the
measuring points and the solved mapping function.

Fig. 9 Camera position arrangement of the multipoint single-camera bridge deflection measure-
ment method with self-calibration of full-field scale information.51
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3.2 Three-Dimensional Measurement with Dual Cameras

Based on the principle of stereo vision measurement, two cameras shot from different angles can
be used to measure the 3D displacement of the object surface. The biggest difference between the
bridge deflection measurement and the traditional binocular 3D measurement is the field of view
to be measured. The calibration of dual-camera system cannot be carried out by using the tradi-
tional plane calibration method because the large bridge structure results in large field of view. To
achieve the 3D system calibration in large field of view, the calibration method of camera extrin-
sic parameters based on epipolar constraint in Sec. 2.1.3 can be used when intrinsic parameters
have been calibrated. By using monocular photogrammetry to reconstruct mark points installed
on the walls, the large wall can be directly used as a calibration board for camera intrinsic param-
eters calibration.30,31 As shown in Fig. 10, for the camera extrinsic parameter calibration during
the field measurement considering the geometric characteristics of the bridge, it can even use the
mark points carried by unmanned aerial vehicles (UAV) as the control points in the calibration
process if the control point information in the field of view is insufficient.52

For the 3D measurement with two cameras, it is necessary to transfer the vertical axis of the 3D
reconstructed coordinate system to the same direction as the deflection of the bridge, so that the
measured vertical displacement is the deflection value of the bridge. Similar to the 2D measure-
ment with a single camera, the measurement resolution of 3D measurement with two cameras is
mainly limited by the field of view to be measured and the imaging resolution. The resolution of
measurement is usually low for the deflection measurement under a large field of view. Compared
with the 2D measurement using a single camera, the 3D measurement with two cameras can mea-
sure the displacements in three directions, which makes the measurement results more abundant.

3.3 Quasistatic Deflection Measurement Based on Monocular
Photogrammetry

Based on the principle of monocular photogrammetry, the deflection information of multiple
points at different moments can also be measured by installing marker points on the bridge and

Fig. 10 Binocular vision 3D deformation measurement with large field of view.52
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carrying out the 3D reconstruction of the marker points before and after the bridge deforma-
tion,53 as shown in Fig. 11. The method requires a reference coordinate system without defor-
mation and the 3D coordinate information at different moments needs to be established in the
reference coordinate system, so as to achieve the high accuracy measurement of deflection. For
convenience, the reference coordinate system can be built on the pier and the vertical axis of the
coordinate system needs to be consistent with the direction of the bridge deflection. At the same
time, it is necessary to place some calibration rulers in the field of view to determine the meas-
urement scale information. This method has the advantages of simple equipment, multipoint
measurement, and high resolution, but it cannot realize the dynamic deflection measurement
of the bridge.

3.4 Multipoint Dynamic Measurement Based on the Displacement-Relay
Videometrics

To realize multipoint, high-resolution and dynamic measurement of bridge deflection, Yu et al.54

proposed a measurement method called the displacement-relay videometrics with series camera
network. Figure 12 shows the system configuration of this measurement method. C is the dou-
ble-head camera; M and S are the cooperative marker points; The subscript 0; : : : i; : : : n is the
unit number from left to right. Assuming that h is the vertical displacement of the cooperative
mark point in the image, k is the magnification,Δy is the vertical displacement of the cooperative
marker points or double-headed camera, d is the distance between the camera and the

Fig. 12 System configuration of the displacement-relay videometrics with series camera
network.50

Fig. 11 Quasistatic deflection measurement based on close-range photogrammetry.48
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cooperative marker points, and θCi is the variation of the pitch angle of the double-headed cam-
era numbered Ci, the following equations can be given only considering vertical displacement
and pitch angles:
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h can be obtained by the change of the image coordinates of the marker points, then according
to the formula, 4 × n equations can be listed, and there are 4nþ 2 unknowns. If two controllable
points are strictly stable or have known subsidence for this series network, the vertical
displacement of 2nþ 2 marker points and n double-headed cameras and the change in pitching
angle of n double-headed cameras can be calculated exactly by the principal components
analysis.55,56

Figure 13 shows the dynamic bridge deflection measurement system developed by our
research group based on the theory of displacement-relay videometrics with series camera net-
work, which is applied to the real-time measurement of the multipoint dynamic deflection of the
Nanjing Yangtze River Bridge. Figures 13(b) and 13(c) show the measured deflection of a span
on the north side of the bridge. The total length of the span is 128 m with nine measuring points
arranged and the distance between each measuring point is 16 m. It can be seen from the exper-
imental results that the system performs well in measuring the real-time deflection of the bridge
when a train passes by, and the field measurement system noise is <0.5 mm. The system has a
great application prospect in the multipoint dynamic measurement of bridge deflection for the
advantages of high resolution and dynamic measurement.

Fig. 13 Deflection measurement of Yangtze River bridge with series camera network (a) exper-
imental site, (b) measured deflection as train passes at 14:44, and (c) measured deflection as train
passes at 15:18.
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3.5 Deflection Measurement Based on UAV Platform

Although the vision-based bridge deflection measurement method can achieve long-distance
measurement, it still requires a fixed platform to place the camera. In addition, if the fixed camera
is too far from the target, the measurement accuracy will be greatly affected by atmospheric
disturbances and camera vibration. Therefore, it is very difficult to find a suitable place to fix
the camera for bridges that cross the rivers and valleys.

To overcome this shortcoming, the deflection measurement method based on the UAV
platform equipped with camera was proposed to improve the flexibility and applicability of
the vision-based bridge deflection measurement method. The deflection measurement based
on UAV platform uses the same measurement principle as the deflection measurement based
on fixed platform. The key difference is that the former needs to eliminate the influence from
the error of position and attitude of the UAV because the UAV is not stationary during the
measurement.

The commonly used method is to estimate the motion of the camera on the UAV by a fixed
reference target. Yoon et al.57 estimated the camera motion by tracking fixed Artificial feature
points in the background to recover the absolute structural displacement. Perry and Guo58 inte-
grated both optical and IR cameras with a UAV platform to measure three-component dynamic
structural displacement, again using a fixed reference target and reference plane in the back-
ground. Chen et al.59 achieved geometric correction of images by establishing the plane homog-
raphy transformation between the reference image and the image to be correct with fixed points,
so as to obtain the real displacements of the bridge model. Besides, Wu et al.60 took four corner
points on a fixed object plane as reference points, estimated the projection matrix between the
bridge plane and each frame image plane through UAV camera calibration, and then recovered
the 3D world coordinates of the target points on the bridge model.

However, the above methods require the measured target and reference target to be visible in
the same field of view. Therefore, the field of view must be enlarged when measuring long-span
bridges. But this will reduce the resolution of the target in the image, thus increasing the meas-
urement error. Zhuge et al.61 developed a noncontact deflection measurement for the bridge
through a multi-UAVs system. In this method, multiple UAVs equipped with cameras are used
to measure the position to be measured and the fixed position of the bridge, respectively.
According to the collinearity of the spot projected on the plane by the coplanar laser designator,
as shown in Fig. 14, the motion of the UAV can be eliminated and the vertical displacement of

Fig. 14 Deflection estimation for multi-UAV system.61
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the measured position relative to the bridge pier can be calculated. Therefore, the change of
deflection Δhiþ1

i from ti to tiþ1 can be expressed as

EQ-TARGET;temp:intralink-;e013;116;710Δhiþ1
i ¼ Yiþ1

C − Yi
C; (13)

EQ-TARGET;temp:intralink-;e014;116;666Yi
C ¼ yiB þ YB − yiA

xiB þ XB − xiA
½xiC þ XC − xiA� þ yiA − yiC; (14)

EQ-TARGET;temp:intralink-;e015;116;629Yiþ1
C ¼ yiþ1

B þ YB − yiþ1
A

xiþ1
B þ XB − xiþ1

A

½xiþ1
C þ XC − xiþ1

A � þ yiþ1
A − yiþ1

C ; (15)

where the coordinate system A (CSA) is set as the coordinate system of bridge (CSbridge). The
vertical displacement of CSC relative to CSbridge at ti is Yi

C, and the vertical displacement changes

to Yiþ1
C at tiþ1. The coordinates of laser spot in each local coordinate system are ðxiA; yiAÞ,

ðxiB; yiBÞ, and ðxiC; yiCÞ at ti. The offsets of CSB and CSC between CSA are ðXB; YBÞ and ðXC; YCÞ.

3.6 Advantages and Limitations of Different Measurement Methods

Table 2 shows the advantages and limitations of different measurement methods and each
method has its pros and cons. Different methods can be selected according to different appli-
cation scenarios. For quasistatic deflection measurement, the measurement method based on
monocular photogrammetry is highly recommended. For long-term high-resolution dynamic
monitoring, the measurement method based on displacement-relay videometrics should be
chosen. As for short-term detection, the 2D measurement method using a single camera should
be more flexible. If the multidimensional motion can by wind load is considered, the 3D meas-
urement with dual cameras may be more helpful.

Table 2 Advantages and limitations of different measurement methods.

Measuring method Advantages Limitations

2D measurement with
a single camera

- Simple setup - Local scale calibration
- Easy calibration

- Low cost - Measurement resolution
depends on field of view- Dynamic measurement

3D measurement with
dual cameras

- Full-field scale calibration - Camera synchronization

- 3D information - Complex calibration

- Dynamic measurement - Measurement resolution
depends on field of view

Quasistatic deflection measurement
based on monocular photogrammetry

- Simple setup - Cannot be applied to the
dynamic measurement- Easy calibration

- Low cost

Multipoint dynamic measurement
based on the displacement-relay
videometrics

- Easy calibration - Relatively high cost
- High-resolution

- Dynamic measurement - Needs to be set up on the bridge

Deflection measurement based
on UAV platform

- Flexibility - Relatively high cost
- High-resolution

- Cannot be applied to long-term
measurement (limited power supply)- Dynamic measurement
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4 Influencing Factors

4.1 Camera Factors

The errors caused by the cameras are mainly in two aspects: (1) Image noise. The camera will
produce noise in the process of transforming optical signals into electrical signals and forming
images. To reduce the error, the following methods can be adopted. First, select the camera with
high signal-to-noise ratio for image acquisition. Second, take the average of multiple images to
reduce the displacement measurement error caused by image noise. Third, select reasonable
calculation parameters to resist the influence of noise.62 (2) Camera self-heating. The temper-
ature of the electronic device inside the camera will rise when it is working, which causes a slight
change in image distance and leads to virtual deformation. Ma et al.63,64 studied the systematic
errors of DIC caused by camera self-heating. Several techniques could be used to eliminate the
error. First, preheat the camera for 1 to 2 h before measurement to reach the thermal balance
stage. Second, use the corresponding influence curve of temperature on strain to correct the
measured results if preheating is impossible. Third, observe the fixed point without thermal
deformation near the measuring area at the same time for temperature compensation.

4.2 Calibration Factors

The errors caused by camera calibration factors mainly come from two aspects. (1) Lens dis-
tortion. For 2D and 3D measurement, the lens distortion without calibration will cause the meas-
urement error. The distortion coefficient can be introduced to correct the points in the image
coordinate system to reduce the error during the lens distortion calibration.18,19 (2) The failure
of camera calibration parameters caused by camera motion. After the camera extrinsic param-
eters calibration, the calibrated extrinsic parameters are usually used directly for subsequent
measurement, which means that the extrinsic parameters are considered to remain unchanged
in the measurement process. However, in the field measurement, the camera itself is affected by
wind or ground vibration, which results in the failure of extrinsic parameters. The general sol-
ution is to look for fixed points (such as piers) while ensuring that the target area is within the
camera’s field of view. The influence of camera motion can be eliminated by subtracting the
displacement of the measured fixed point from the displacement of the point in the area to be
measured.65 Besides, it is also common to calculate the displacements using averaged images by
redundancy measurements,66,67 but it cannot be used for dynamic measurements. For the relative
extrinsic parameters of the two cameras in the binocular system, the method in Sec. 2.1.3 can be
used to calculate the real-time extrinsic parameters of the camera.

4.3 Algorithm Factors

The influence of algorithm factor mainly refers to the error in the process of feature matching,
which mainly includes two aspects. (1) Feature matching algorithm. The accuracy of different
feature matching algorithms is also different. Compared with the matching algorithm based on
feature points, the subpixel matching algorithm based on gray features can usually achieve
higher accuracy, but the former performs better in estimating the initial value of large deforma-
tion and large rotation. Therefore, the result of feature point matching can be taken as the initial
value of template matching in DIC.68 (2) Interpolation error of the subpixel matching algorithm
based on grayscale. These methods can be used to reduce the error: higher-order interpolation,69

image prefilter processing,70 or other interpolation error elimination algorithms.71–73

4.4 Environmental Factors

The most difficult challenge to overcome in the field measurement of bridge deflection is the
influence of environmental factors, which mainly comes from five aspects. (1) Environmental
temperature. According to the analysis of 2-h deflection measurement results in Ref. 58, it is
pointed out that the environmental temperature has little influence on the deflection measure-
ment values in a short time, which can be basically ignored. However, Zhou et al.74 found that the
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error of environmental temperature on displacement measurement fluctuated daily and showed a
cumulative trend over time through more than half a year of intermittent measurement. (2) Heat
flow disturbance. The air between the camera and the target will flow because of the uneven
temperature, which will distort the image acquired by the camera. To maintain the sharpness of
the original pixel grid after averaging multiple images, Joshi and Cohen75 proposed a novel local
weighted averaging method based on ideas from “lucky imaging” that minimizes blur, resam-
pling, and alignment errors, as well as effects of sensor dust. Anantrasirichai et al.76 extracted
accurate detail about objects behind the distorting layer by selecting informative ROIs only from
good quality frames and solved the space-varying distortion problem using region-level fusion
based on the dual-tree complex wavelet transform (DT-CWT). Luo and Feng77 filtered the heat
haze distortion by establishing the distortion basis to match with the most similar sample image
in terms of the shortest Euclidean distance. (3) Influence of rain, snow, and fog. If there is rain,
snow and fog between the camera and the measured object during the measurement process,
the image will appear blurred or even error, which makes the feature detection and matching
difficult.78 (4) Luminance fluctuation. The luminance fluctuation of the measuring environment
will affect the quality of the collected images and the result of the feature detection and matching.
It can be reduced by using a feature detection algorithm with brightness invariance49 or adding a
light source.47 (5) Influence of strong wind or ground vibration. In the outdoor measurement
whose object distance between the camera and the bridge to be measured is often large, the
shaking and swaying of the camera caused by the wind and ground vibration often result in
large errors because of the optical lever.

5 Applications and Accuracy

With the improvement of the accuracy and computational efficiency and development of meas-
uring equipment, the vision-based bridge deflection measurement methods perform well in the
static and dynamic deflection measurement of various bridges and its measurement distance is
constantly increasing. In addition, based on the measured deflection data of the bridge, the strain
of the bridge surface can be also obtained and the dynamic parameters of the bridge can be
further identified, which can be used to evaluate the SHM of the bridge. The following describes
the application and analysis of vision-based bridge methods at different measuring distances.
To facilitate classification, the measuring distances within 10 m, between 10 and 100 m, and
above 100 m are called short distance, medium distance, and long distance, respectively.

5.1 Short Distance Measurement

Dhanasekar et al.79 measured the deflections and strains of two aged masonry arch bridges with
the internal span length of 7.85 and 13.11 m, respectively. The distances from the camera to
three key regions (crown, support, and quarter-point) are ∼4 m. When the noise amplitude was
0.05 pixels and the corresponding measurement uncertainty after applying the Savitzky–Golay
filter was �0.025 mm, the measured maximum deflection and strain were 0.5 mm and 110
microstrain, respectively, which were validated through a 3D finite element model.

Ngeljaratan and Moustafa80 used two cameras to monitor the 3D displacement of targets
(circular black and white stickers) attached to a 27-m footbridge under pedestrian dynamic loads
at the 100-Hz sampling rate when the cameras were located ∼7.9 m away from the targets and
separated at 1.56 m. Figure 15 shows the view of the monitored footbridge as well as locations of
monitoring equipment, sensor locations, and pedestrian loads. Experimental results showed that
the displacements of the bridge less than 0.1 in (2.54 mm) under pedestrian impact load can be
captured. Based on these data, the vibration frequencies of the full bridge were determined and
compared well to the value of the SAP2000 analytical model.

Jáuregui et al.81 measured vertical deflections of bridges using digital close-range terrestrial
photogrammetry in a laboratory and two field experiments. Results from laboratory testing of a
steel beam showed an accuracy ranging from 0.51 to 1.3 mm. Field evaluation of a prestressed
concrete bridge showed an average difference of ∼3.2 mm as compared with elevation measure-
ments made with a total station. Based on the conventional control point method used by
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Jáuregui and Jiang53 proposed the refined distance constraint (RDC) approach to make the meas-
urement more convenient for engineers. Compared with the laboratory and field measurement
results of dial gage and differential level, the proposed method differed within 1 mm from the
gage measurement and within 2 mm from the level readings, respectively.

5.2 Medium Distance Measurement

Pan et al.46 measured the deflections of the middle point of the span and the point near the pier of
a 60 m three-span railway bridge at the object distance of 22.825 and 22.438 m when a freight
train passed at a speed of ∼80 km∕h. The measurement results show that the average deflection
and the amplitude of the former point are 4.2 and 3 mm respectively, while that of the latter point
were 0.9 and 0.75 mm, respectively. Moreover, Fourier analysis of the vertical displacements of
the two points all indicates that the first-order natural frequency of the test bridge is 1.0250 Hz,
which is equal to that measured by LVDTs.

Alipour et al.82 measured the midspan deflection of the Hampton Roads Bridge–Tunnel with
a low-cost consumer-grade imaging system mounted at the pier cap directly beneath each girder.
The span under study was 22.86-m long and consisted of seven girders. The average accuracy
was consistently <0.2 mm by using the targets speckled with a random dot pattern for the
correlation analysis.

Lee et al.83 conducted a feasibility test on a 120-m-long pedestrian suspension bridge with
stiffened steel girders, as shown in Fig. 16, to check the applicability of the vision-based method
to a suspension bridge. The distance between the camera placed on the ground near an abutment
and the target placed at the center point of midspan is about 70 m. Compared with the first-order

Fig. 16 A pedestrian suspension bridge.75

Fig. 15 View of the monitored footbridge and locations of monitoring equipment, sensor locations,
and pedestrian loads.73
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natural frequency of 1.83 Hz measured by the accelerometer, the first-order natural frequency
based on the image processing technology is 1.82 Hz.

5.3 Long Distance Measurement

Tian et al.47 measured the deflection-time curves of the six measurement points of the Wuhan
Yangtze River Bridge under static loading by using actively illuminated LED targets. When the
minimum distance between the camera sensor and the LED target is 107.3 m and the maximum
distance is 288.9 m, although the mean errors randomly fluctuate around zeros values, standard
deviation errors increase with the increase of the measuring distances, which reaching 0.57 mm
at the maximum distance.

Fukuda et al.43 monitored the existing features on the deflection of the Vincent Thomas
Bridge, a 1500-ft long suspension bridge without using a target panel. The cameras were placed
at a stationary location ∼ > 300 m from the midspan of the bridge main span, as shown in
Fig. 17. Experiments showed that the average of the standard deviation between the measured
displacements with and without the target panel was 6 mm and the dominant frequency
calculated by the measured displacements is consistent with the bridge fundamental frequency
measured by accelerometers installed on the bridge.

6 Conclusion

Starting from the necessity of bridge deflection measurement, this paper introduces the principle
of the vision-based deflection measurement method, including camera calibration, 3D stereo
vision, monocular photogrammetry, and feature detection and matching. Besides, the paper ana-
lyzes the advantages and disadvantages of the single-camera 2D measurement, dual camera 3D
measurement, quasistatic measurement based on photogrammetry, multipoint dynamic measure-
ment based on displacement-relay videometrics with series camera network and the deflection
measurement based on UAV platform. Moreover, the paper expounds the influencing factors and
applications of the bridge deflection measurement and summarizes the research results of
relevant scholars. We hope that this study will offer some reference value to the community of
optics as well as civil engineering to select a proper bridge deflection measurement method for
a given application.

The measurement method of bridge deflection based on vision is still not fully mature. How
to reduce the error caused by various influencing factors is the main direction of future research.
In addition, it is also the focus of the subsequent research about how to improve the calculation
rate while ensuring the accuracy, so as to realize the real-time monitoring of engineering.
By reducing measurement errors caused by various influencing factors and further improving
measurement accuracy and efficiency, the long-term vision-based bridge deflection monitoring
will absolutely play a more significant role in bridge health monitoring.

Fig. 17 Field test at long-span bridge. (a) Vincent Thomas Bridge (Los Angeles, CA). (b) Satellite
image of field test and position relation of vision-based system and target position to be
measured.40
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