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Simple peak shift analysis of time-of-flight data
with a slow instrumental response function
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Abstract. Analysis of time-of-flight (TOF) data is sometimes limited by
the instrumental response function, and optical parameters are ex-
tracted from the observed response curve by several mathematical
methods, such as deconvolution. In contrast to this, we demonstrate
that a method using shifts of the peak time of the response curve with
different source-detector separations can yield the average path length
of the light traveling in a tissue-like sample without deconvolution. In
addition, combining the intensity information allows us to separate
the scattering and absorption coefficients. This simple method is more
robust in signal-to-noise ratio than the moment analysis, which also
does not require the deconvolution procedure, because the peak po-
sition is not significantly dependent on the baseline fluctuation and
the contamination of the scattering. The analysis is demonstrated by
TOF measurements of an Intralipid solution at 800 nm, and is applied
to the measurements at 1.29 mm, where the temporal response of
photomultiplier tubes is not sufficiently good. © 2005 Society of Photo-
Optical Instrumentation Engineers. [DOI: 10.1117/1.1854684]
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1 Introduction
Near-infrared~NIR! light enables us to characterize the physi-
ological state of tissuein vivo because of its good penetration
in tissues.1 One of the main problems of tissue spectroscopy
at the NIR region is a multiple scattering process of light,
which randomizes the optical path, resulting in difficulty in
the quantification of optical parameters. The multiple scat-
tered light propagates as an energy diffusion because th
properties of the wave of light are almost completely lost by
the multiple scattering process. This diffusive property of the
propagation can be well characterized by macroscopic optica
parameters, such as the scattering and absorption coefficien
of a medium. Therefore, the measurement of light traveling in
a tissue with a macroscopic scale~approximately centime-
ters!, which is essentially this diffusive light, determines such
optical parameters. To extract the parameters, the most dire
method is time domain measurement of the light transport
The distribution of the path of the detected photons in a
sample can be determined by the temporal response functio
~TRF!, and thus the method is called the time-of-flight~TOF!
method. The TRF can be described by the solution of a time
dependent optical diffusion equation, or more generally, by
that of a time-dependent transport equation of light. Conse
quently, the parameters are determined by the solutions wit
an ideal model for the optical geometry and the physica
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structures of a practical sample. This method is most succ
ful in characterizing the tissue’s optical parameters,2–6 and is
also applied to optical computed tomography.7,8

In TOF measurements, the observed TRF is broadene
the instrumental response function~IRF!, and thus it generally
requires fitting to a model function that takes such broaden
effect into account. In contrast to this conventional approa
the mean path length can be directly given by the first m
ment of the temporal response curve, because the contribu
of the IRF is just a constant offset.9 This approach would be
of great advantage to someone who is only interested in
mean path length, because with this method, the mean
length can be computed with a certain degree of accuracy
addition, the analysis can be extended to the second mom
of the TRF to separate the scattering and the absorp
coefficients.10 However, in some measurements, the quality
the temporal profile is not good enough to calculate th
moments because of a noisy background~shown in the latter
part of this work!, and it seems that the advantages of the
approaches are limited. In this work, we focus on the peak
the temporal profile, which is easy to determine from d
with less quality, and analyze its shift with different distanc
from the source position. The theoretical concept and erro
the method are discussed using phantom measurements
have validated an application of a TOF measurement o
human forearm at 1.29mm, which was presented in our rece
work.11
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Fig. 1 Schematic diagram of the experiments in the 1.3-mm region.
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2 Materials and Method
Two types of TOF measurements were conducted. The firs
set of measurements at 800 nm was conducted using a tim
correlated single photon counting~TCSPC! system with a
mode-locked Ti:sapphire laser~Tsunami, Spectra Physics,
California!. The light pulses were coupled to a 200-mm mul-
timode fiber ~FT200UMT, ThorLabs, New Jersey!, and the
light propagated in the sample was detected by a 62.5-mm GI
multimode fiber~GIF625, ThorLabs!. In these measurements,
two kinds of photomultiplier tubes~PMTs!, a multichannel
plate ~MCP! PMT ~R2809-07, Hamamatsu Photonics,
Hamamatsu, Japan!, and a PMT module ~H7141-40,
Hamamatsu Photonics!, whose IRFs were about 100 and 800
ps at full width at half maximum, respectively, were used. The
response function of the PMT modules is significantly slow
because it is not designed for time-resolved measurement
The experimental setup for the second set of measurements
1.29 mm for a practical application is shown in Fig. 1. A
mode-locked
Ti:sapphire laser~Tsunami, Spectra Physics! pumped an opti-
cal parametric oscillator~Opal, Spectra Physics!, which gen-
erated about 165-mW laser pulses at 1.29mm with a 76-MHz
repetition rate. The full width of half maximum of the pulse
was about 110 fs with measurements by an autocorrelato
~Spectra Physics!. The wavelength of the NIR laser pulse was
monitored by the wavelength of the second harmonic genera
tion using a lithium triborate~LBO! crystal. The pulses were
sampled by a wedge glass plate beamsplitter and detected f
a reference for a time-to-amplitude converter~TAC; Ortec
567, EG&G, Oak Ridge, Tennessee! with a Ge:photodiode
~G8198-02, Hamamatsu Photonics! with an amplifier~WP33,
Kuranishi, Tokyo, Japan!. The main laser beam was coupled
to a 50-mm multimode fiber~FG050GLA, ThorLabs! and il-
luminated a sample. The light traveling in the sample was
detected by a NIR photomultiplier tube~NIR-PMT; H9170-
75, Hamamtsu Photonics! through a 100-mm multimode fiber
~F-MLD-T, Newport, Irvin, California!. The PMT signal was
amplified ~4774D/F, Hewlett Packard, Santa Rosa, Califor-
nia!, discriminated~CFD; TC454, Tennelec, Oak Ridge, Ten-
nessee!, and fed to the signal input for the TAC. The TAC
output was accumulated by a multichannel analyzer~MCA;
35plus, Camberra, Meriden, Connecticut!.
014016Journal of Biomedical Optics
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Intralipid solutions of 1 and 2%, which were diluted from
a 10% solution of Intralipid~Fresenius Kabi, Uppsala, Swe
den!, were used for the model samples in the measureme
The edges of source and detector fibers were embedde
about 20 to 26 mm below the surface of the Intralipid soluti
in a 300-ml beaker. An absorber~Acid Violet 6B, Chugai
Kasei, Tokyo, Japan! was dissolved into the Intralipid solution
in the measurements at 800 nm. The fiber separation was
justable with about 1 mm as the accuracy of the separatio

3 Theory
Temporal response of light traveling in a tissue or tissue-l
sample is expressed by a solution of the optical diffus
equation when the distance between the source and detec
sufficiently larger than the mean free transport length1/ms8 ,
wherems8 is the reduced scattering coefficient. In a homog
neous medium, its response at a distancer from the source
point, which satisfies the conditionr@1/ms8 , can be approxi-
mately expressed by,

S~ t,r!5At2~3/21n! exp~2mact!expS 2
r2

4DctD , ~1!

with n50 andn51 for an infinite and a semi-infinite configu
ration, respectively.D51/(3ms8), ma , and c are the optical
diffusion constant, the absorption coefficient, and the lig
velocity in the medium, respectively. We note that the refle
tance from a semi-infinite sample should be calculated un
a correct boundary condition. For instance, the extrapolate
partial current boundary condition is much better than
zero boundary one, and detailed comparisons of the solut
can be found in previous research.12,13 However, these solu-
tions are reduced to a solution with the zero boundary con
tion underr2@ms8

22. Then, the solution is reduced to th
earlier form, which was originally proposed by Patterso
Chance, and Wilson.2

The peak time of the TRF,tpeak, satisfiesdS(t,r)/dt50,
and is consequently derived from Eq.~1!,
-2 January/February 2005 d Vol. 10(1)
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Simple peak shift analysis . . .
tpeak5
1

2 S 3ms8

ma
D 1/2r

c F11
~312n!2

12ms8mar2G 1/2

2
312n

4mac
. ~2!

When the distance and the absorption are large enough, i.e
3ms8mar2@1, the expression can be simplified to a propor-
tionality,

tpeak5
1

2 S 3ms8

ma
D 1/2r

c
1C, ~3!

whereC is a constant. In principle, the fitting of the experi-
mental data to Eq.~2! yields both the scattering and absorp-
tion coefficients. However, the offset of the time origin is
dependent on the model. In addition, the IRF causes a tim
shift of the experimental data. Therefore, the simple propor
tionality, Eq. ~3!, is easier and better for use in the analysis.

When the TRF is exactly expressed by the respons
S(t,r), the intensity of the light should be equal to the infinite
integral in the time domain ofS(t,r). Then,

S~r!5A exp@2~3ms8ma!1/2r#/r with n50,
~4!

A~3ms8ma!1/2@11~3ms8mar2!21/2#

3exp@2~3ms8ma!1/2r#/r2 with n51.

Using both the peak time and the intensity with different dis-
tances, the scattering and the absorption coefficients are sep
rately obtained by fitting to Eqs.~3! and ~4!.

The mean transit timêt&5* tS(t,r)dt/* S(t,r)dt can be
analytically calculated from Eq.~1!, and

^t&51/2~3ms8/ma!1/2r/c with n50,
~5!

1/2~3ms8/ma!1/2r/c@11~3ms8mar2!21/2#21 with n51.

Using3ms8mar2@1, both expressions are reduced to the same
form,

^t&5
1

2 S 3ms8

ma
D 1/2r

c
. ~6!

Therefore, using Eqs.~3! and ~6!, the mean path lengthc^t&
can be evaluated from the slope of the peak time with differ-
ent distances. The error of the estimation of mean path lengt
from the slope is plotted in Fig. 2. The error at distancer can
be estimated from the mean transit time given byrdtpeak/dr,
and the exact transit time given by Eq.~5!. The estimated
value from the slope is always small with the infinite configu-
ration in Fig. 2~a!. In contrast to this, it is slightly larger, about
2%, at a large(3ms8ma)1/2 and at a longer distance of about 50
mm with the semi-infinite one in Fig. 2~b!. With practical
values,ms51 mm21 and ma50.02;0.05 mm21, for tissue
in the 750 nm region,(3ms8ma)1/2 gives 0.24;0.39 mm21,
and the error is less than 5% at a distance larger than 15 m
in both cases, infinite and semi-infinite. Therefore, the slope
of the shift of the peak time with different distances will ap-
proximately give the mean transit time and thus the mean pat
length in the tissue sample.

In the previous discussion, the IRF is assumed to be ideall
narrow and negligible. However, when the IRF is not negli-
014016Journal of Biomedical Optics
.,

a-gible, which is in most practical cases, the peak time of
observed TRF isnot trivially equal to that of the true TRF
The observed TRF is generally given by a convolution w
an IRF R(t), and I (t,r)5* S(t2t,r)R(t)dt. In the sim-
plest case, where the true TRF just shifts in the time axis
the shape is invariant with different distances, the peak p
tion of the convolution integral also shifts with the same val
as the shift of the true peak position. Therefore, if the tr
response function is approximately invariant, the shift of t
peak position of the observed response function must de
mine the mean transit time as described before. This intui
description can be discussed in a general formulation o
convolution integral as indicated next.

When a TRFS(t) has a peak attpeak, it can be expanded
as a Taylor series,

S~ t !5 (
n50

`
1

n!

dnS~T!

dTn U
T5tpeak

~ t2tpeak!
n. ~7!

The observed TRFI (t) is given by the convolution integra
with response functionsS(t) andR(t), and the peak position
of I (t) can be calculated from the derivativedI(t)/dt50.
The derivative ofI (t) is given by

dI~ t !

dt
5E dS~T!

dT U
T5t2t

R~t!dt, ~8!

and, replacingS(t) by Eq. ~7!,

dI~ t !

dt
5 (

n50

`
1

n!

dnS~T!

dTn U
T5tpeak

E ~ t2tpeak2t!nR~t!dt.

~9!

Fig. 2 Estimated error of the mean path length from the slope of the
peak time shift with different source-detector distances with (a) infinite
and (b) semi-infinite configurations. Each line is calculated with dif-
ferent values of (3ms8ma)1/2 from 0.05 (bottom) to 0.35 mm−1 (top) with
0.05 mm−1 steps. The error is estimated from the ratio of the mean
path length of the value estimated from the slope to the value calcu-
lated analytically.
-3 January/February 2005 d Vol. 10(1)
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Defining the solution ofdI(t)/dt50 as tpeak1^t&1j,
where^t&[*tR(t)dt/* R(t)dt, Eq. ~9! can be reduced to
an equation ofj. After a simple modification, the right term of
the integral can be expressed by

(
m50

n S n
mD ~ t2tpeak2^t&2j!m (

k50

n2m

~2 !kS n2m
k D

3^t̃k&jn2m2k,

where ^t̃k&5*(t2^t&)kR(t)dt/* R(t)dt is the k’th mo-
ment of the distributionR(t) around the averagêt&, and
eventually,j can be obtained as a solution of

(
n51

`
1

n!

dn11S~T!

dTn11 U
T5tpeak

(
k50

n

~2 !kS n
kD ^t̃k&jn2k50.

~10!

When both S(t) and R(t) are even functions,dnS/dtn

5^t̃n&50 with n5(odd). Eventually,j50 is the unique so-
lution of Eq. ~10!, and tpeak

obs 5tpeak1^t&. On the other hand,
when the shape of the response function is invariant aroun
tpeak with changing parameters,dnS/dtn is also invariant, re-
sulting in a constant solutionj, which is independent of these
parameters, andtpeak

obs 5tpeak1^t&1j. In general, the response
curve is an approximately even function near the peak pos
tion, and thus its higher order derivativesdnS/dtnu t5tpeak

are
small, although these are the indices of degree of asymmetr
of the function. When the absorption becomes large, the shap
change of the TRF is very small with different distances. Con-
sequently, it is expected that the IRF contributes less to th
change of the peak shift.

Using some practical values, the previous discussion ca
be confirmed. Since the IRF is asymmetric around a single
peak and has a tail at later time points, the IRF is approxi
mated by a log-normal distribution functionR(t)
5a exp(2$log@(t2u)/m#%2/2/s2)/(t2u)/s, where u, s, and
m are the location, shape, and scale parameters, respective
The shape parameter is fixed to the value 0.138 obtained b
fitting to the IRF of the H9170-75 PMT. The scale parameter
is selected to give a width of the response function, which is
from 0.1 to 0.5 ns of the full width ate22 of the maximum.
These simulated IRFs and TRFs of the PMT are shown in Fig
3~a!. The simulated response with a 0.4-ns width is close to
the PMT response.

The true TRF is calculated by the semi-infinite solution
and numerically convolved withR(t). The simulated curves
are shown in Figs. 3~b! and 3~c!. The scattering coefficient
ms850.5 mm21 is used because it is thought to be a typical
value of tissue at the 1.29-mm region,11 though the value is
arbitrarily determined with different distancesr becausems8r

2

is the scaling factor in Eq.~1!. The results with different ab-
sorption coefficientsma50.05 mm21 and 0.01 mm21 are
shown in Figs. 3~b! and 3~c!, respectively. The different
curves in the figure show the different distances, 20 mm~up-
per! and 40 mm~lower!, with different widths of the IRF. The
IRF gives a shift of the simulated response toward later time
points because of the asymmetric shape of the instrument
response. A larger value ofma results in a much narrower and
014016Journal of Biomedical Optics
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relatively symmetric shape of the response curve. Eventu
the shift of the simulated response from the ideal curve
comes extremely small.

The peak position of the simulated curve is estimated b
Gaussian function with an appropriate fitting range. The p
times are shown in Fig. 4. The bars in Fig. 4~a! denote the half
width at 95% of the peak intensity of the fitted Gaussian fun
tion. The peak shift of data with smaller absorption is mu
larger than that with larger absorption. In addition, the no
linearity of the shift with differentr at lower absorption be-
comes significant as expected from the derivation of the p
portionality, using 3ms8mar2@1. The peak times of the
broadened TRFs are larger than the peak times of the i
TRFs, though the change of the shift is almost the same as
ideal TRFs as indicated by lines. This is clearly shown by
subtraction of the ideal peak times from the peak times of
broadened TRFs in Fig. 4~b!. The difference is almost con

Fig. 3 The IRFs and TRFs calculated from the convolution of the in-
strumental function and the solution of the diffusion equation with a
semi-infinite configuration. (a) shows the simulated IRFs by a log-
normal function with different widths, 0.1, 0.2, 0.3, 0.4, and 0.5 ns,
and that of the PMT measured by the laser scattering (thick solid line).
(b) and (c) show the TRFs with ms850.5 mm21, ma50.05 mm21 and
ms850.5 mm21, and ma50.01 mm21, respectively. The curves are
calculated by the convolution with two different distances, 20 mm
(upper curves) and 40 mm (lower curves), and different widths of the
instrumental functions shown by (a). The thick solid curves in (b) and
(c) denote the true response function.
-4 January/February 2005 d Vol. 10(1)
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Fig. 4 Peak times of the simulated TRF and the difference of broad-
ened TRFs from the ideal ones. (a) shows the peak times of the broad-
ened TRFs and ideal ones. Thick and thin lines are the results with
ma50.01 and 0.05 mm−1, respectively. The open and filled symbols
denote 0.1 and 0.5 ns in the width of the instrumental response func-
tion, respectively. Solid lines denote the peak of the ideal response
function. The dashed and broken lines fit the peaks of TRFs to the
ideal peaks with a constant offset. The data with ma50.01 mm21 are
plotted with an offset of 0.2 ns to avoid overlap of the curves in the
figure. (b) shows the difference from the ideal curve. Each symbol
shows the results of the simulation with the same parameters as in (a).
The lines show the constant offsets.
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stant with different distances. The data at the lower absorptio
or ms8

1/2r,10 mm1/2 with the slower instrument slightly de-
viate from the constant lines. However, the change of the shif
of the peak time almost follows the ideal change, and the
difference is almost within 5% deviation from the ideal one at
ms8

1/2r.10 mm1/2.

4 Experimental Results
First, the measurements at 800 nm were conducted becau
the measurements of a slow instrument could be compare
with those of another, faster one. In the slow instrument mea
surements, the MCP-PMT was replaced by the PMT module
equipped with a level converter from a transistor-transisto
logic ~TTL! signal to a nuclear instrumentation methods
~NIM ! signal in our TCSPC setup. The temporal response
curves of the light traveling in a 1% Intralipid solution with
2.7 g/l acid violet 6B in a 300-ml beaker with the slow instru-
ment are shown in Fig. 5. The source and detector fiber edge
were positioned at the middle of the beaker at a depth 26 mm
from the surface. The profile of the TRF with the different
distances was almost the same as that of the IRF shown by th
014016Journal of Biomedical Optics
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thin solid line. In contrast, the peak time of the TRF showe
clear shift toward later time points with an increase in t
distance.

The peak positions, which were estimated by a curve
ting of Gaussian function around the peak position, are plo
in Fig. 6~a!. The results with the fast instrument are also pl
ted in this figure. The slopes, calculated at a distance of 1
40 mm, are 20.860.6 and 19.860.3 ps/mm with the slow and
fast instruments, respectively. These slopes are in good ag
ment within the margin of error. Using the light velocit
2.2931011mm/s, the estimated mean path lengths are~4.7
60.1!r and~4.5360.06!r, respectively. The absorbance of 2
g/l acid violet 6B in water was 0.137 cm21 at 800 nm and thus
ma50.0315 mm21. Using the scattering coefficient of 1% In
tralipid at 800 nm,ms851.0 mm21,14 and Eq.~6!, the mean
path length is expected to be 4.87r. This value is in very good
agreement with the one estimated from the slope.

The intensities of the light traveling in the sample a
shown in Fig. 6~b!. The curves are the best fit curves usi
Eq. ~4!. The fitting to data at a distance of 15 to 40 mm yiel
(3ms8ma)1/250.3160.01 and 0.28860.001 mm21 with the
slow and fast instruments, respectively. Although the sm
difference between the instruments might be due to the un
tainty of neutral density filter attenuation that was critica
dependent on the position of the incident light or the relativ
low sensitivity of the slow instrument, these results are c
sistent within about a 5% difference. Combined with the pe
shift data,ms850.98 mm21 and ma50.032 mm21 with the
slow instrument were yielded. Similarly,ms850.87 mm21 and
ma50.032 mm21 with the fast instrument were yielded, an
ms8 was slightly inaccurate compared with the expected va
of 1 mm21 in our measurements.

Fig. 5 Temporal response curves from a 1% Intralipid/Acid Violet so-
lution with different distances from the source position at 800 nm. (a)
shows temporal response curves normalized by the acquisition time
with r=10, 20, 30, and 40 mm, from bottom to top. (b) shows tem-
poral response curves normalized by their peak counts with different
distances r=10, 20, 30, and 40 mm, from left to right. Thin solid lines
in both figures show the IRF.
-5 January/February 2005 d Vol. 10(1)
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Fig. 6 Peak time and the first moment of the temporal response curves
at 800 nm. (a) peak time with distances from 10 to 40 mm, (b) the
intensities, and (c) the first moment referenced by that of the IRF. The
right vertical axis shows the mean path length estimated with assump-
tion of the light velocity 2.2931011 mm/s. The circles and boxes de-
note data with a PMT module and a MCP-PMT, respectively. The solid
and broken lines denote best-fit curves.
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For a comparison with other methods, the first moment o
the temporal profilê t& relative to that of the IRF̂ t0& is
shown in Fig. 6~c!. The symbols show the results with an
estimation using data points from20.5 to 2.5 ns. The slopes
of the first moment with different source-detector distances
with the slow and fast instruments are 18.260.2 and 19.7
60.2 ps/mm, respectively. The first moment with the slow
instrument is slightly smaller than that with the fast one. The
first moment at a low count region with the slow instrument
slightly deviates from the linear line because of the bad
signal-to-noise ratio. It can also be noted that the first momen
is significantly dependent on the region of the calculation, and
this is especially critical in a low intensity region because the
background count level is not flat in all channels and effects
the estimation. A simple subtraction,^t&2^t0&, directly re-
moves the broadening due to the IRF and gives a mean trans
time. Using data atr520 mm, the estimated mean path
lengths are~4.560.3!r and~4.760.1!r with the slow and fast
instruments, respectively. Thus, the simple subtraction give
the mean path length with similar accuracy. However, this
value is very critical to the evaluation of the first moment of
the instrument, and the relative measurements with differen
014016Journal of Biomedical Optics
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distances reduce the uncertainty of the results. Thus, the p
shift analysis is as compatible a method in terms of accur
as the first moment analysis.

The scattering and absorption coefficients can be evalu
by a conventional fitting using Eq.~1!. Using the data with the
fast instrument, the values asms850.9260.01 mm21 andma

50.036060.0004 mm21 at r520 mm were yielded. Then
the mean transit time was calculated as 4.4, and this is in g
agreement with the prior two methods. The fitting, using
improved solution, will yield much more accurate value
though the values with the previous simple solution are ac
rate within a 10% margin of error. On the other hand, us
the data with the slow instrument, the fitting yieldedms8
51.360.1 mm21 and ma50.04860.001 mm21. These val-
ues systematically deviate from the expected values and
not yielded with different distances reproducibly. This is b
cause the IRF is too slow to extract the true TRF from t
measured TRF. The discussion on the accuracy of the fit
to the diffusion model can be found in the literature.15 Never-
theless, the peak shift analysis accurately estimates the m
path length with the slow instrument.

At a region above 1.1mm, the speed and sensitivity of th
detector are very limited. The dark noise is also very lar
The peak shift analysis is currently the only applicab
method under this condition. Figure 7 shows TRFs of
scattering light at different positions from the source positio
The raw data had a significantly large constant offset due
the very large dark count of the PMT, as shown by Fig. 7~a!.
In addition, the longer accumulation time enhanced an os
latory noise, which probably originated from the radio fr
quency noise of the electronics. In particular, the raw data
longer distances shown in Fig. 7~a! shows that there existed
large noise over the whole time range, and the true respo
could not be identified without the primary knowledge of th

Fig. 7 Temporal response curves from a 2% Intralipid solution with
different distances from the source position at 1.29 mm. (a) shows the
raw data with 15, 20, 25, and 30 mm, from bottom to top. tacc indi-
cates the accumulation time of the measurement. (b) shows temporal
response curves normalized by the accumulation time with different
distances, 15, 20, 25, and 30 mm, from top to bottom. The thin solid
line denotes the IRF.
-6 January/February 2005 d Vol. 10(1)
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Simple peak shift analysis . . .
Fig. 8 TRF normalized by the peak intensity. (a) shows the normalized
TRFs with distances 15, 20, 25, and 30 mm, from left to right. (b)
shows the normalized TRFs, aligned at the peak position. (c) shows
the difference between TRF and IRF.
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timing of the incident light. In addition, it was very difficult to
accurately determine the dark count level because of the larg
oscillatory background noise. Therefore, we simply assumed
constant dark count, which was estimated by the averag
count just before the response curve began to rise, and wa
subtracted from the data. These results are shown in Fig. 7~b!.
The accumulation time of data was also calibrated, so that th
vertical axis corresponded to the photon count per second i
each bin~6.4 ps/bin!. The signal intensity was significantly
attenuated with an increase in the distance. The line shape
the data is very similar to that of the instrumental one mea
sured by the laser scattering from a piece of white paper~thin
solid line!. The small peaks at 1 ns might be due to scattering
from the optics because it was dependent on the size of th
aperture of the PMT housing. The distance between the inpu
fiber receptor and the PMT is about 10 to 15 cm, and this
value suggests that this is a possible origin of these peak
However, the origin could not be identified because the optic
inside the PMT housing could neither be removed nor modi
fied.

Normalized temporal response curves are shown in Fig. 8
Figure 8~a! shows the normalized curves by the peak count
The peak of the response curve showed a clear shift towar
later time points with an increase in the distances. The curv
014016Journal of Biomedical Optics
e
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f

t
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.

with the longest distance was affected by the large no
around the 1-ns region. The peak time of the curve was e
mated by fitting to a Gaussian function, and the curves n
malized by the peak time of the curve with a distance of
mm are shown in Fig. 8~b!. The curves overlap each other an
are indistinguishable, except for that with a 30-mm distan
The difference between these curves and the IRF is also
small, as shown in Fig. 8~c!, which shows the ratio betwee
the measured TRFs and IRF with the normalization of
peak time. Therefore, the IRF was too slow to resolve
difference of the shape of sample response within the ma
of experimental errors. A very small profile difference b
tween the IRF and the measured TRF causes the large err
the conventional fitting method to the theoretical respon
function, such as Eq.~1!, and a large uncertainty of the pa
rameters. For instance, a fitting to the results atr520 mm
yields ms850.07760.037 and ma50.06060.017 mm21, the
values of which are significantly different from the previous
obtained values16 and are unreliable because of the large u
certainties.

The intensity of the detected light and the peak time
plotted in Figs. 9~a! and 9~b!, respectively. The intensity wa
estimated by the total count of the TRF, subtracting a cons
dark count estimated by the total count of data with no inp
signal ~8.4660.09 kcps!. The estimated intensity at 30 mm
was negative because this might be caused by the small in
sity of TRF and overestimation of dark count level of data d
to the large amount of fluctuating noise. The peak time of
response curve was estimated by Gaussian fitting. The in
sity was exponentially attenuated with an increase in the
tance. The fitting by Eq.~4! is shown by the solid line in the
figure. This line is in good agreement with the data points, a
eventually (3ms8ma)1/250.4760.01 mm21 is yielded using
c52.2931011mm/s. Thus, the experiment satisfied the a
sumption3ms8mar2@1. On the other hand, the peak time wa
linearly shifted with an increase in the distance, as shown
Fig. 9~b!. Again, the peak time at 30 mm deviates from t
other data points because of the distortion of the tempo

Fig. 9 (a) Intensity and (b) peak time of the TRF for the 2% Intralipid
solution with different distances from the source position. The line is a
fitting to the model.
-7 January/February 2005 d Vol. 10(1)
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Fig. 10 The first moment of TRF with different distances. The calcu-
lation range from −0.5 ns to 3 and 1 ns are plotted by circles and
squares, respectively. The lines show the best-fit lines.
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response curve. The linear line agrees well with the data
points except for the point at 30 mm. The slope of the line
yielded is 9.760.6 ps/mm. This indicates that the mean path
length is extended by a factor of 2.2 of the geometric distanc
between the source and the detector. Eventually, we are ab
to obtainms850.69 mm21 and ma50.11 mm21 with the 2%
Intralipid solution at 1.29mm. These values are almost in
agreement with those obtained by the integrated spher
experiment.16 It can be concluded that the absorption of the
sample is most likely determined by the water.17

The trial of the first moment analysis of the previous data
is shown in Fig. 10. Two calculation regions of the first mo-
ment yield completely different slopes,20.6610 and 75622
ps/mm for20.5 to 1.0 and20.5 to 3.0 ns, respectively, and
thus the results are strongly dependent on the region. It is ver
difficult to determine the appropriate region of the first mo-
ment calculation. This might be because of the low sensitivity
and large noise of the PMT.

5 Discussion
The peak shift analysis presented here is very simple and ha
a great advantage when the IRF of PMT is not good enough t
use conventional fitting methods. In the visible region, a PMT
with good temporal response can be selected in many case
as the first set of measurements in this work demonstrated
However, it is currently impossible in the 1.3-mm region. The
PMT used in this experiment is the fastest and most sensitiv
one to the authors’ knowledge. Even using this PMT, the re
sponse time is about 350 ps, as shown in Fig. 7, and too slo
to resolve the temporal broadening by the scattering in
tissue.11 Moreover, the highly sensitive PMT has the disad-
vantage of having a high dark level, which causes the nois
background in the TCSPC data. This is also why it is difficult
to apply conventional techniques such as deconvolution an
the first moment analysis. The first moment analysis in the
visible region with the slow PMT module yields accurate re-
sults, because the noise level of the PMT is very small relative
to the NIR-PMT. Nevertheless, in such a NIR-PMT case, the
peak time and the intensity are the only analyzable paramete
from the temporal response curve in this region.

The peak shift analysis uses only the information of the
change of the peak position in time with different spatial dis-
tances~greater than centimeters!, and yields the mean path
length of the light traveling in the sample. It does not require
the deconvolution procedure. In addition, the temporal origin
of the observed temporal response can be arbitrary to that o
014016Journal of Biomedical Optics
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the instrumental one because the measurement is a rel
method. Other analyses using moments of the TRF have b
performed.9,10,18 Since the first and second moments are o
tained as simple sums of those of the true TRF and the I
deconvolution is not required in the analysis. For instance,
mean path length can be estimated by the time average o
observed TRF and the IRF without deconvolution. From
measurements at 800 nm in Fig. 5, the peak shift and the
moment analyses provide the same order of accuracy in
estimation of mean path length.

This first moment method, however, is dependent on
accuracy of the time average of the TRF. For instance, i
very difficult for the evaluation to obtain an accurate enou
average, because it is critically dependent on the backgro
subtraction in our measurements at 1.29mm. We assumed a
constant background level in the measured TRF. As show
Fig. 7, the background noise has an oscillatory behav
Thus, the assumption of the constant background might no
appropriate, and there still exists a difficulty in the determ
nation of the background level. This oscillatory behavior a
causes errors in the determination of the first moment. Fig
10 shows that the estimation of the first moment is quite
pendent on the region of the calculation and completely un
liable due to background noise. In a similar case, the IRF w
quite noisy due to the radio frequency noise for the tim
resolved photometry using a digital oscilloscope.19 This ob-
scured the details of the response curve in TOF measurem
of the tissue. In both cases, however, the peak is still cle
observed and the peak shift is analyzable. The main poin
that the peak position has the highest count of data, whic
the reason why it is robust in the analysis with broadened d
under a low signal-to-noise ratio. Therefore, the peak s
analysis is another option that is widely applicable.

The disadvantage of this approach is the scanning of
detection position. Consequently, the results are only accu
for light traveling in a homogeneous medium. Since the tis
sample is heterogeneous, this analysis provides only a co
graining of it to characterize the sample, and conversely
deviation from the linear relationship, which is the key to o
analysis, indicates the heterogeneity of the sample. Altho
we emphasize that the peak shift analysis is less sensitiv
the response time of the instrument, the slower response
cause an error in the peak estimation. The broader shap
the temporal response does not resolve the peak shift.
instance, in the case of a 5% uncertainty of the intensity at
peak, the peak count is 400 counts/bin, assuming Poisson
tribution of count data. In this case, the peak position can
determined with a change of TRF more than 5%, otherw
the peak position is indistinguishable from the noise. T
width of the 5% change of the Gaussian distribution functi
is given by 0.32s, wheres is a half width ate21/2 intensity.
This width, using TRFs, is plotted as error bars in Fig. 4.
our measurements at the NIR region, the peak shift was a
10 ps/mm. Optimistically assuming a 100-ps accuracy of
position, the TRF should decay withs5312 ps. This value is
about twofold slower than the measured TRFs, and thus
measurements with a twofold slower IRF are analyzable
many measurements, the peak time is determined by fittin
data with a region wider than a 5% change, and thus the w
of the TRF can be wider than that in the earlier discussion.
the other hand, in practice, the required accuracy of the p
-8 January/February 2005 d Vol. 10(1)
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Simple peak shift analysis . . .
time would be 20 to 50 ps to distinguish the change corre
sponding to a 10-mm step. Further investigation is necessar
into the limit of the width of the IRF.

6 Conclusion
The peak time of the TRF of light traveling in a tissue-like
phantom linearly shifts with different distances between the
source and detector positions. This shift is less dependent o
the IRF, and therefore, the peak shift can be analyzed by th
observed temporal response function without a deconvolutio
procedure. The slope of the peak time gives the mean pat
length, and combining the intensity information yieldsms8 and
ma of the sample. This analysis can be applied to measure
ments at the 1.3-mm region, where instrumental response is
limited by the available PMT. This simple analysis is widely
applicable to characterize a homogeneous sample.
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